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Hypervisors

Supported hypervisors
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API

Manage your machines from scripts
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Just send username with X-Vmango-User header and password with X-Vmango-Pass header:

curl -H 'X-Vmango-User: admin' -H 'X-Vmango-Pass: secret'  'http://vmango.example.com/api/machines/'
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List

GET /api/machines/

Success http code: 200

Curl example:

curl "http://vmango.example.org/api/machines/"





Response

{
  "Title": "Machines",
  "Machines": {
    "LOCAL1": [
      {
        "Id": "4fe884940a384a15b039f94a9bea4934",
        "Name": "asdf",
        "OS": "Ubuntu-16.04",
        "Arch": "x86_64",
        "Memory": 536870912,
        "Cpus": 1,
        "Creator": "admin",
        "ImageId": "Centos-7_amd64_qcow2.img",
        "Ip": {
          "Address": "192.168.124.128",
          "Gateway": "",
          "Netmask": 0,
          "UsedBy": ""
        },
        "HWAddr": "52:54:00:bd:1c:8e",
        "VNCAddr": "127.0.0.1:5900",
        "RootDisk": {
          "Size": 10737418240,
          "Driver": "qemu",
          "Type": "qcow2"
        },
        "SSHKeys": [
          {
            "Name": "test",
            "Public": "ssh-rsa AAAAB3NzaC1yc2EAA..."
          }
        ]
      }
    ]
  }
}








Create

POST /api/machines/

Success http codes: 201

Parameters:


	Name (string): Machine hostname

	Plan (string): Plan name

	Image (string): Image full name (see [Images]({{< ref “api/images.md#List” >}}))

	SSHKey ([]string): List of key ssh names

	Provider (string): Create machine on this provider

	Userdata (string): Userdata for cloud-init (more about formats in cloud-init documentation [http://cloudinit.readthedocs.io/en/latest/topics/format.html])



Curl example:

curl -X POST \
-d 'Name=testapi&Plan=medium&Image=Centos-7_amd64_qcow2.img&SSHKey=test&SSHKey=home&Provider=LCL1&Userdata=hello' \
"http://vmango.example.org/api/machines/"





Response example

{"Message": "Machine testvm created"}








Details

GET /api/machines/{provider}/{id}/

Success http code: 200

Curl example:

curl "http://vmango.example.org/api/machines/LCL1/4fe884940a384a15b039f94a9bea4934/"





Response example

{
  "Provider": "LCL1",
  "Title": "Machine asdf",
  "Machine": {
    "Id": "4fe884940a384a15b039f94a9bea4934",
    "Name": "asdf",
    "OS": "Ubuntu-16.04",
    "Arch": "x86_64",
    "Memory": 536870912,
    "Cpus": 1,
    "Creator": "admin",
    "ImageId": "Centos-7_amd64_qcow2.img",        
    "Ip": {
      "Address": "192.168.124.128",
      "Gateway": "",
      "Netmask": 0,
      "UsedBy": ""
    },
    "HWAddr": "52:54:00:bd:1c:8e",
    "VNCAddr": "127.0.0.1:5900",
    "RootDisk": {
      "Size": 10737418240,
      "Driver": "qemu",
      "Type": "qcow2"
    },
    "SSHKeys": [
      {
        "Name": "test",
        "Public": "ssh-rsa AAAAB3NzaC1yc2E..."
      }
    ]
  }
}








Delete

DELETE /api/machines/{provider}/{id}/

Success http code: 204

No parameters.

Curl example:

curl -X DELETE "http://vmango.example.org/api/machines/LCL1/deadbeef/"








Start

POST /api/machines/{provider}/{id}/start/

Success http code: 200

No parameters.

Curl example:

curl -X POST "http://vmango.example.org/api/machines/LCL1/testapi/start/"








Stop

POST /api/machines/{provider}/{id}/stop/

Success http code: 200

No parameters.

Curl example:

curl -X POST "http://vmango.example.org/api/machines/LCL1/testapi/stop/"








Reboot

POST /api/machines/{provider}/{id}/reboot/

Success http code: 200

No parameters.

Curl example:

curl -X POST "http://vmango.example.org/api/machines/LCL1/testapi/reboot/"
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List

GET /api/images/

Success http code: 200

Curl example:

curl "http://vmango.example.org/api/images/"





Response

{
  "Title": "Images",
  "Images": {
    "LOCAL1": [
      {
        "Id": "Fedora-22_amd64_qcow2.img",
        "OS": "Fedora-22",
        "Arch": "x86_64",
        "Size": 228605952,
        "Type": 1,
        "Date": "2017-01-13T02:59:23.290541839+03:00",
        "PoolName": "vmango-images",
      },
      {
        "Id": "Ubuntu-16.04_amd64_qcow2.img",
        "OS": "Ubuntu-16.04",
        "Arch": "x86_64",
        "Size": 322437120,
        "Type": 1,
        "Date": "2017-01-19T00:18:59.653488713+03:00",
        "PoolName": "vmango-images",
      },
      {
        "Id": "Centos-7_amd64_qcow2.img",
        "OS": "Centos-7",
        "Arch": "x86_64",
        "Size": 893136896,
        "Type": 1,
        "Date": "2016-09-06T12:05:26+03:00",
        "PoolName": "vmango-images",
      },
      {
        "Id": "Cirros-7.1_amd64_qcow2.img",
        "OS": "Cirros-7.1",
        "Arch": "x86_64",
        "Size": 22024192,
        "Type": 1,
        "Date": "2017-01-17T02:00:39.29017579+03:00",
        "PoolName": "vmango-images",
      },
      {
        "Id": "Ubuntu-14.04_amd64_qcow2.img",
        "OS": "Ubuntu-14.04",
        "Arch": "x86_64",
        "Size": 261754880,
        "Type": 1,
        "Date": "2017-01-19T23:55:40.284055191+03:00",
        "PoolName": "vmango-images",
      }
    ]
  }
}
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Screenshots
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{{% notice tip %}}
Vmango doesn’t require any database and store all information directly in libvirt’s domain definitions, which implies that you can change domain configuration or even create new domains with other tools (virsh, virt-manager, ...), but please read [machine templates]({{% ref “#machine-templates” %}}) section about conventions.
{{% /notice %}}

In short, to configure new hypervisor you need to:


	Install libvirt and qemu-kvm on it

	Define network

	Define images storage pool

	Define root volumes storage pool

	Download or create machine images

	Customize machine and volume templates if needed

	Add connection parameters to Vmango config file




Libvirt installation

First of all, you need to install libvirt >=0.10 and qemu-kvm. The following distributions have it in default repositories:


	CentOS 6+

	Ubuntu14.04+

	Debian8+



Detailed instructions for your distribution can be found on the internet. Just use parts about basic installation, network and storage configuration detailed below.




Network

{{% notice info %}}
Due to limitations of DHCP protocol and dnsmasq, you should install lease-monitor [https://raw.githubusercontent.com/subuk/vmango/master/qemu-hook-lease-monitor.py] libvirt hook (put this file to /etc/libvirt/hooks/qemu, make it executable and restart libvirt), which will remove dhcp lease from dnsmasq leases database after every machine shutdown. This hook should be installed on every server, otherwise ip address detection may not work.
{{% /notice %}}

Vmango fully relies on libvirt networking. Network name for new machines may be specified with [hypervisor.network]({{% ref “vmango.conf.md#hypervisor” %}}) configuration option. You should create network via libvirt and it must has dhcp server (dhcp xml element). To create network use:

    virsh net-define network-definition.xml
    virsh net-start <name>
    virsh net-autostart <name>





If you have multiple servers and you need more complex network configurations with vlans/overlay networks, you should look at openvswitch [http://openvswitch.org/] project. New versions of libvirt have support for it.


Public IPv4 subnet

If you have a public IP address subnet, purchased from your server provider, you can use it for your machines. In this case use the routed network setup without NAT. Notice you loose one ip address (usually first address of subnet) for routing purposes.

XML example with 203.0.113.0/24 public subnet:

    <network>
      <name>vmango</name>
      <forward mode='route' />
      <ip address='203.0.113.1' netmask='255.255.255.0'>
        <dhcp>
          <range start='203.0.113.2' end='203.0.113.254'/>
        </dhcp>
      </ip>
    </network>








Small office / Home network

In case you have a small network in office or home, fully controlled by you, you again should use routed mode. But unlike example above with provider’s controlled subnet, you also need to configure your router. And again, you loose one ip address for routing, but it should not be a problem.

For example, if your main network is 192.168.0.0/24, choose additional subnet for virtual machines, which doesn’t intersect with your main network, e.g. 192.168.21.0/24 and define it on hypervisor with the following xml:

    <network>
      <name>vmango</name>
      <forward mode='route' />
      <ip address='192.168.21.1' netmask='255.255.255.0'>
        <dhcp>
          <range start='192.168.21.2' end='192.168.21.254'/>
        </dhcp>
      </ip>
    </network>





The last, you need to add static route to your router:

192.168.21.0/24 via 192.168.0.10





Where 192.168.0.10 is the IP address of hypervisor. It definitly should be in the main (192.168.0.0/24) network. For detailed instruction on how to add a static route, please consult with your router documentation.




NAT network

If you don’t have a routed subnet for your machines, you may use a NAT network. In this case, if you have a service, which should be publically availaible, you should manually configure iptables forwarding rules for it. (you may already have such network configured automatically after installation, it usually has name ‘default’. Check it with virsh net-list and virsh net-dumpxml <name>).

Nat network XML example:

    <network>
      <name>vmango</name>
      <forward mode="nat"/>
      <ip address="192.168.122.1" netmask="255.255.255.0">
        <dhcp>
          <range start="192.168.122.2" end="192.168.122.254"/>
        </dhcp>
      </ip>
    </network>





But, if you plan to use any VPN software (e.g. OpenVPN [https://openvpn.net/]) to access machines on this server, don’t use <forward mode="nat"/>, instead use <forward mode="route"/> with custom NAT iptables rule added on your server manually. In case of “nat” mode, libvirt adds iptables restrictions that may prevent you from access private network over VPN.






Storage

You need two pools on each server. One for images and one for machine drives. Image pool should always be a directory, for machine drives you can use directory or LVM volume group.

Storage pool can be defined with

    virsh pool-define pool-definition.xml
    virsh pool-start <name>
    virsh pool-autostart <name>






Directory pool

Just a directory. Must exists before pool definition.

XML example:

    <pool type='dir'>
      <name>vmango-images</name>
      <target>
        <path>/var/lib/libvirt/images/vmango-images</path>
        <permissions>
          <mode>0711</mode>
          <owner>0</owner>
          <group>0</group>
        </permissions>
      </target>
    </pool>








LVM pool

LVM volume group must exists before you start to define libvirt pool. If hypervisor’s operating system installed on LVM, you can use same volume group for machines.

XML example:

    <pool type='logical'>
      <name>vmango-vms</name>
      <source>
        <name>vmango</name>
        <format type='lvm2'/>
      </source>
      <target>
        <path>/dev/vmango</path>
      </target>
    </pool>










Machine images

Vmagno machine images are fully compatible with openstack [http://docs.openstack.org/image-guide/]. In short, each image must have cloud-init [http://cloudinit.readthedocs.io/en/latest/topics/format.html] installed with support for configdrive-style [http://docs.openstack.org/user-guide/cli-config-drive.html#configuration-drive-contents] metadata. Many linux distributions provide such images, so you can just download and use them as is:


	Ubuntu https://cloud-images.ubuntu.com/

	Centos https://cloud.centos.org/centos/

	OpenSUSE http://download.opensuse.org/repositories/Cloud:/Images:/ (with Openstack suffix)

	Arch http://linuximages.de/openstack/arch/



Windows also has a similiar utility - cloudbase-init [https://cloudbase.it/cloudbase-init/].

As mentioned above, images are stored on each server in separate libvirt storage pool ([image_storage_pool]({{% ref “vmango.conf.md#hypervisor” %}}) option). Information about image determined from filename. It must have the following format:

{OSName}-{OSVersion}-{Arch:amd64|i386}_{ImageFormat:qcow2|raw}.img





For example this image filename:

Centos-7_amd64_qcow2.img





Will be parsed as:


	OSName: Centos

	OSVersion: 7

	Arch: amd64

	ImageFormat: qcow2



If there any errors during image name parsing, it will be skipped with warning in logs.




Machine templates

Two templates are used to tell Vmango how to create new machines on hypervisor. The first one is a domain xml template ([hypervisor.vm_template]({{% ref “vmango.conf.md#hypervisor” %}}) option), the second is a machine’s root volume template ([hypervisor.volume_template]({{% ref “vmango.conf.md#hypervisor” %}})). By customizing this templates you can use any storage configuration and hypervisor driver supported by libvirt, but currently only QEMU/KVM machines with LVM or qcow2 storages are tested. Feel free to experiment and send pull requests for other configurations.

The exact template content depends on your system configuration, but examples are shipped with deb/rpm packages (vm.dist.xml.in [https://github.com/subuk/vmango/blob/master/vm.dist.xml.in] and volume.dist.xml.in [https://github.com/subuk/vmango/blob/master/volume.dist.xml.in]). You may also look at test fixtures [https://github.com/subuk/vmango/tree/master/fixtures/libvirt].

When customizing templates, remember that filename of root drive must ends with _disk suffix.

Also remember to keep metadata section in domain xml template, web interface may work incorrectly if you omit it. Example of valid metadata template:

    <domain type='kvm'>
      ...
      <metadata>
        {{ .Metadata }}
      </metadata>
      ...
    </domain>








Vmango connection configuration

The last and the simplest part. You just need to configure Vmango to use this hypervisor. For example:

    hypervisor "LOCAL1" {
        url = "qemu+ssh://virt@my-server.example.com/system"
        image_storage_pool = "vmango-images"
        root_storage_pool = "default"
        network = "vmango"
        vm_template = "vm.xml.in"
        volume_template = "volume.xml.in"
    }





The full description of config options can be found in corresponding [section]({{% ref “vmango.conf.md#hypervisor” %}}).
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Configuration

How to configure vmango
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Main configuration file in HCL format: https://github.com/hashicorp/hcl

All vm configuration templates are golang text templates: https://golang.org/pkg/text/template/


Web server options

listen - Web server listen address

session_secret - Secret key for session cookie encryption.

static_cache - Static files cache duration, e.g: “1d”, “10m”, “60s”. Used mainly for development.

trusted_proxies - List of trusted ip addresses for X-Forwarded-For or X-Real-IP headers processing.

ssl_key - Path to private key file

ssl_cert - Path to SSL certificate




Hypervisor

{{% notice info %}}
If you use SSH connection url, make sure it present in known_hosts file and remote user has permissions to access libvirt socket.
{{% /notice %}}

{{% notice tip %}}
Libvirt socket path can be changed via ?socket=/path/to/libvirt-sock url option.
{{% /notice %}}

hypervisor - Hypervisor definition, may be specified multiple times.

hypervisor.url - Libvirt connection URL.

hypervisor.image_storage_pool - Libvirt storage pool name for VM images.

hypervisor.root_storage_pool - Libvirt storage pool name for root disks.

hypervisor.ignored_vms - List of ignored virtual machines names.

hypervisor.network - Libvirt network name.

hypervisor.vm_template - Path to go template file (relative to vmango.conf) with libvirt domain XML. Used to create a new machine.

Execution context:


	Machine    VirtualMachine [https://github.com/subuk/vmango/blob/master/src/vmango/models/vm.go#L56]

	Image  - Image [https://github.com/subuk/vmango/blob/master/src/vmango/models/image.go#L18]

	Plan       Plan [https://github.com/subuk/vmango/blob/master/src/vmango/models/plan.go#L3]

	VolumePath string

	Network    string



hypervisor.volume_template - Path to go template file (relative to vmango.conf) with libvirt volume XML. It is used to create a new root volume for a new machine.

Execution context:


	Machine    VirtualMachine [https://github.com/subuk/vmango/blob/master/src/vmango/models/vm.go#L56]

	Image  - Image [https://github.com/subuk/vmango/blob/master/src/vmango/models/image.go#L18]

	Plan       Plan [https://github.com/subuk/vmango/blob/master/src/vmango/models/plan.go#L3]



Example:

hypervisor "LOCAL1" {
    url = "qemu:///system"
    image_storage_pool = "vmango-images"
    root_storage_pool = "default"
    network = "vmango"
    vm_template = "vm.xml.in"
    volume_template = "volume.xml.in"
}








Authentication users

More about users see in [Users]({{% ref “auth_users.md” %}}) section.

user - user definition, may be used multiple times.

user.password - password in bcrypt hashed form.

Example:

user "admin" {
    password = "$2a$10$..."
}








Plans

Plans are limiting availaible hardware resources for machines.

plan - plan definition, may be used multiple times.

plan.memory - memory limit in megabytes.

plan.cpus - cpu count.

disk_size - disk size in gigabytes.

Example:

plan "small" {
    memory = 512
    cpus = 1
    disk_size = 5
}








SSH Keys

List of availaible ssh keys.

ssh_key - key definition, may be used multiple times.

ssh_key.public - full public key in ssh format.

Example:

ssh_key "test" {
    public = "ssh-rsa AAAAB3NzaC1y..."
}









          

      

      

    

  

    
      
          
            
  +++
weight = 5
title = “Users”
date = “2017-02-05T17:49:46+03:00”
toc = true
+++

User passwords stored in config file in hashed form (golang.org/x/crypto/bcrypt). For adding new user or change password for existing, generate a new one with vmango genpw utility:

vmango genpw plainsecret





Copy output and insert into config file:

...
user "admin" {
    password = "$2a$10$uztHNVBxZ08LBmboJpAqguN4gZSymgmjaJ2xPHKwAqH.ukgaplb96"
}
...
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{{% notice warning %}}
Please set session_secret in /etc/vmango/vmango.conf after installation. It blank by default, so service won’t start.
{{% /notice %}}

The simplest way to install.

For all distributions, configuration files located in /etc/vmango, logs managed by init system (systemd or upstart).


Ubuntu 14.04/16.04

echo deb https://dl.vmango.org/ubuntu $(lsb_release -c -s) main |sudo tee /etc/apt/sources.list.d/vmango.list
wget -O- https://dl.vmango.org/repo.key | sudo apt-key add -
sudo apt-get install apt-transport-https
sudo apt-get update
sudo apt-get install vmango








Debian 8

echo deb https://dl.vmango.org/debian jessie main |sudo tee /etc/apt/sources.list.d/vmango.list
wget -O- https://dl.vmango.org/repo.key | sudo apt-key add -
sudo apt-get install apt-transport-https
sudo apt-get update
sudo apt-get install vmango








CentOS 7

sudo wget -O /etc/yum.repos.d/vmango.repo https://dl.vmango.org/centos/el7/vmango.repo
sudo yum install vmango








Next steps

Configure [hypervisor]({{% ref “configuration/vmango.conf.md#hypervisor” %}}) connection, define [users]({{% ref “configuration/auth_users.md” %}}) and start service:

sudo service vmango start
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If you cannot find you distro on [Packages]({{< ref “installation/packages.md” >}}) page, you can install vmango from sources.

Before installation you need to have:


	Go 1.7.X compiler (https://golang.org/dl/)

	Libvirt (>= 1.2.0) header files

	mkisofs utility



Download sources and compile

wget -O vmango-X.X.X.tar.gz 'https://github.com/subuk/vmango/archive/vX.X.X.tar.gz'
tar xf vmango-X.X.X.tar.gz
cd vmango-X.X.X
make





Install it to /opt/vmango

sudo make install DESTDIR=/opt/vmango





Create configuration files for your init system. Examples for systemd and upstart can be found in “debian/” or “rpm/” folder in source archive.

Start service
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Installation

From [packages]({{< ref “packages.md” >}}) or [sources]({{< ref “sources.md” >}})





          

      

      

    

  

    
      
          
            
  
Hugo Learn Theme

This repository contains a theme for Hugo [https://gohugo.io/], based on great Grav Learn Theme [http://learn.getgrav.org/].

Visit the theme documentation [https://matcornic.github.io/hugo-learn-doc/basics/what-is-this-hugo-theme/] to see what is going on. It is actually built with this theme.


Installation

Navigate to your themes folder in your Hugo site and use the following commands:

$ cd themes
$ git clone https://github.com/matcornic/hugo-theme-learn.git





[image: Overview]




Usage


	Visit the documentation [https://matcornic.github.io/hugo-learn-doc/basics/what-is-this-hugo-theme/]








Main functionalities


	Handle two levels of documentation

	Tip/Note/Info and Warning boxes

	Resize images

	Preview of original image size

	Add shadow or border on images

	Automatic table of contents

	Create buttons (typically used to provide a link to a demo)

	Search using lunr index






TODO


	Handling more than 2 levels in documentation [https://github.com/matcornic/hugo-theme-learn/issues/11]

	Handling videos [https://github.com/matcornic/hugo-theme-learn/issues/13]

	Add optional button to create doc issue (like github) [https://github.com/matcornic/hugo-theme-learn/issues/14]







          

      

      

    

  

    
      
          
            
  The MIT License (MIT)

Copyright (c) 2014 Grav
Copyright (c) 2016 MATHIEU CORNIC

Permission is hereby granted, free of charge, to any person obtaining a copy of
this software and associated documentation files (the “Software”), to deal in
the Software without restriction, including without limitation the rights to
use, copy, modify, merge, publish, distribute, sublicense, and/or sell copies of
the Software, and to permit persons to whom the Software is furnished to do so,
subject to the following conditions:

The above copyright notice and this permission notice shall be included in all
copies or substantial portions of the Software.

THE SOFTWARE IS PROVIDED “AS IS”, WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY, FITNESS
FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE AUTHORS OR
COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER LIABILITY, WHETHER
IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM, OUT OF OR IN
CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE SOFTWARE.
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