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Quantiphyse is a visualisation and analysis tool for 3D and 4D biomedical data. It is particularly suited
for physiological or functional imaging timeseries data.

Quantiphyse is built around the concept of making spatially
resolved measurements of physical or physiological processes from imaging data using
model-based or model-free methods, often exploiting Bayesian inference techniques.

Quantiphyse can analyse data by voxels or within regions of interest that may be manually or
automatically created, e.g. using supervoxel or clustering methods.

[image: _images/collage.png]

Features



	2D orthographic visualisation and navigation of data, regions of interest (ROIs) and overlays


	Generic analysis tools including clustering, supervoxel generation and curve comparison


	Tools for CEST, ASL, DCE, DSC and qBOLD MRI analysis and modelling


	Integration with selected FSL tools


	ROI generation


	Registration and motion correction


	Extensible - see Quantiphyse plugins.









License

© 2017-2020 University of Oxford

Quantiphyse is Open Source software, licensed under the Apache Public License version 2.0


http://www.apache.org/licenses/LICENSE-2.0




License details are displayed on first use and in the LICENSE file included in the distribution.
Note that this does not apply to all available plugins - you should check the licensing
terms for a plugin before using it.



Tutorials



	CEST-MRI tutorial


	IMAGO ASL-MRI tutorial


	FSL ASL-MRI tutorial









Getting Quantiphyse

Quantiphyse is available on PyPi - see Installation of Quantiphyse.

Major releases of Quantiphyse are also available via the Oxford University Innovation Software
Store [https://process.innovation.ox.ac.uk/software]. The packages held by OUI have no
external dependencies and can be installed on Windows, Mac and Linux. They may lag behind
the current PyPi release in terms of functionality.



User Guide



	Getting Started

	Arterial Spin Labelling (ASL) MRI

	QuantiCEST

	Dynamic Contrast Enhanced (DCE) MRI

	Dynamic Susceptibility Contrast (DSC) MRI

	Quantitative BOLD (qBOLD) MRI

	BOLD-PETCO2 CVR Data Analysis Tutorial

	Visualisation and processing tools

	Advanced Tools

	Frequently Asked Questions







Bugs/Issues

Bugs may be submitted using the Github issue tracker for Quantiphyse [https://github.com/physimals/quantiphyse/issues].

For any other comments or feature requests please contact the  current maintainer:
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	Martin Craig (Current developer)


	Ben Irving (‘Author of ‘PKview’, the predecessor to Quantiphyse)


	Michael Chappell
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	Moss Zhao
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Getting Started



	Installation of Quantiphyse
	Installing Anaconda

	Installing Quantiphyse in a Conda environment

	Installing plugins

	Installing plugins requiring compilation





	Overview
	Data orientation

	Special cases





	Main interface functions
	The Main Window

	Loading and Saving Data

	The Volumes List

	The Navigation Bar

	Using Widgets





	 Data Statistics Widget

	Voxel analysis








          

      

      

    

  

    
      
          
            
  
Installation of Quantiphyse

This page describes the recommended installation method for Quantiphyse.

There are a number of other ways you can install the application - see
Other options for Quantiphyse installation, however unless
you have a good working knowledge of Python and virtual environments we
recommend you use this method which has been tested on a number of platforms.

If you find a problem with these instructions, please report it using the
Issue Tracker [https://github.com/physimals/quantiphyse/issues].


Note

To use some plugins you’ll need to have a working FSL installation. For more
information go to FSL installation [https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FslInstallation].
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Overview

[image: ../_images/overview_ex1.png]
Quantiphyse is a visual tool for quantitative analysis of medical images. The aim is to bring
advanced analysis tools to users via an easy-to-use interface rather than focusing on the
visualisation features themselves.

The software is also designed to support advanced usage via
non-GUI batch processing and direct interaction with the Python code.

Quantiphyse works with two types of data:



	3D / 4D data sets.


	Regions of interest (ROIs). These must be 3D and contain integer data only. Voxels with the value
zero are taken to be outside the region of interest, nonzero values are inside. ROIs with more
than one nonzero value describe multi-level regions of interest which
are handled by some of the tools.







One data set is used as the main data. This defaults to the first 4D data to be loaded, or the first
data to be loaded, however you can set any data set to be the main volume. Data which should be
treated as an ROI is normally identified when it is loaded (or created by a processing widget),
however this can be changed after the data is loaded if it is incorrect.

[image: ../_images/overview_orient.png]

Data orientation

Quantiphyse keeps all data loaded from files in its original order and orientation.

For display purposes, it takes the following steps to display data consistently:



	A display grid is derived from the grid on which the main data is defined. This is done by flipping and transposing
axes only so the resulting grid is in approximate RAS orientation. This ensures that the
right/left/anterior/posterior/superior/inferior labels are in a consistent location in the viewer. Note that the
main data does not need resampling on to the display grid as only transpositions and flips have occured.


	Data which is defined on a different grid will be displayed relative to the display grid. If possible this is done
by taking orthogonal slices through the data and applying rotations and translations for display. In this case
no resampling is required for display.


	If the data cannot be displayed without taking a non-orthogonal slice, this is done by default using nearest
neighbour interpolation. This is fast, and ensures that all displayed voxels represent ‘real’ raw data values.
However, display artifacts may be visible where the nearest neighbour changes from one slice to another.


	To avoid this, the viewer options allow for the use of linear interpolation for slicing. This is slightly slower
but produces a more natural effect when viewing data items which are not orthogonally oriented.







It is important to reiterate that these steps are done for display only and do not affect the raw data which is
always retained.

Analysis processes often require the use of multiple data items all defined on the same grid. When this occurs,
typically they will resample all the data onto a single grid (usually the grid on which the main data being
analysed is defined).

For example if fitting a model to an ASL dataset using a T1 map defined on a different grid,
the T1 would be resampled to the grid of the ASL dataset. Normally this would be done with linear interpolation
however cubic resampling is also available. This is the decision of the analysis process. The output data would
then typically be defined on the same grid, however again this is the choice of the analysis process.



Special cases

Quantiphyse will try to handle some special cases which would otherwise prevent data being loaded and
processed properly.

Multi-volume 2D data

Some data files may be 3 dimensional, but must be interpreted as multiple 2D volumes (e.g. a time
series) rather than a single static 3D volume. When a 3D data set is loaded, an option is available to
interpret the data as 2D multi-volumes. To access this option, click the Advanced checkbox in the
data choice window.


Note

In Nifti files the first 3 dimensions are required to be spatial, so where this occurs with a Nifti
file it implies that the file is incorrectly formed and you should ideally correct the acquisition step which
produced it.


  
    

    Main interface functions
    

    
 
  

    
      
          
            
  
Main interface functions


The Main Window

The main window is quite busy, below is an overview of the main functions:

[image: ../_images/overview.png]
Below we will describe the main functions accessible from the main window.



Loading and Saving Data


File Formats

This software package works with NIFTI volumes. Some builds may contain experimental support for
folders of DICOM files, however this is not well tested.

Alternative packages which are able to convert DICOM files to NIFTI include the following:



	itk-snap [http://www.itksnap.org/pmwiki/pmwiki.php]


	dcm2nii [https://www.nitrc.org/plugins/mwiki/index.php/dcm2nii:MainPage]


	Or the batch version which allows a number of volumes to be converted
dcm2niibatch [https://github.com/rordenlab/dcm2niix]









Loading data using Drag and Drop

[image: ../_images/drag_drop_choice.png]
You can drag and drop single or multiple files onto the main window to load data. You will be prompted to
choose the type of data:

The suggested name is derived from the file name but is modified to ensure that it is a valid name
(data names must be valid Python variable names) and does not clash with any existing data.

If you choose a name which is the same as an existing data set, you will be asked if you wish to overwrite
the existing data.

When dropping multiple files you will be asked to choose the type of each one. If you select cancel
the data file will not be loaded.



Loading data using the menu

[image: ../_images/file_menu.png]
The File -> Load Data menu option can be used to load data files:

You will be prompted to choose the file type (data or ROI) and name in the same was as drag/drop.



Saving Data

The following menu options are used for saving data:


	File -> Save current data


	File -> Save current ROI




So, to save a data set you need to make it the current data, using the Overlay menu or the Volumes
widget. Similarly to save an ROI you need to make it the current ROI. Saving the main data can be
done by selecting it as the current overlay.



Save a screen shot or plot


	Right click on an image or plot


	Click Export


	A view box will appear with the various format options.


	svg format will allow editing of the layers and nodes in inkscape or another vector graphics viewer.




[image: ../_images/export_image.png]



The Volumes List

After loading data it will appear in a list on the Volumes widget, which is always visible
by default:

[image: ../_images/volume_list.png]
The icon on the left indicates whether the data is visible or not: [image: main_data] indicates that this
is the main data (and will appear as a greyscale background), [image: visible] indicates that this
data item is visible, either as an ROI or an overlay on top of the background. The icon next
to the data name shows whether it is an [image: roi_data] ROI or a [image: data] data set.

Underneath the volumes list are a set of icons which can be used to modify the currently selected
data set:



	[image: delete] Delete the selected data set


	[image: save] Save the selected data set to a Nifti file


	[image: reload] Reload the selected data set from its source file. This is useful when viewing the results
of an analysis done outside Quantiphyse


	[image: rename] Rename the selected data set within Quantiphyse. Note that this does not create or rename
any files on disk unless you subsequently save the data set


	[image: set_main] Set this data set to be the main (reference) data set


	[image: toggle_roi] Toggle between treating this volume as a data set or as an ROI. Note that to set a
data set to be an ROI it must be integer only and 3D. This is useful when you accidentally load
an ROI as a data set.







In addition the following buttons control the viewer as a whole:


[image: multi_view] Toggle between single view mode and multi view mode

By default Quantiphyse starts in single-view mode. In this mode, the main data is displayed as
a greyscale background and in addition one ROI and one additional dataset can be overlaid on top.
This is a simple and practical way of viewing data that works well in most cases.

However we also support a multi-view mode where any number of data sets can be overlaid on top
of the main data. Clicking on the ‘visible’ column for a data set in the list toggles its visibility
and data sets higher up in the list overlay those below. In multi-view mode, two additional arrow
buttons appear allowing data sets to be moved up and down in the volumes list.



[image: view_options] Change general view options

[image: ../_images/view_options_window.png]
The following options are available for the viewer:



	Orientation: By default Quantiphyse uses the ‘radiological’ view convention where the right
hand side of the data is displayed on the left of the screen (as if viewing the patient from
the end of the bed). Alternatively the ‘neurological’ convention where patient right is displayed
on the right of the screen is also supported.


	Crosshairs showing the currently selected view position may be hidden if desired


	Similarly the view orientation labels (e.g. R/L for right/left) can be shown or hidden


	The greyscale background display of the main data set can be turned on or off


	In single view mode ROIs can be displayed on top of data sets or beneath them. In multi-view
mode viewing order is user-specified according to the position of the data in the volumes list


	The interpolation used when non-orthogonal data is displayed can be selected










The Navigation Bar

The navigation bar is below the main image viewer and allows the current viewing position, current
ROI and current data to be changed:

[image: ../_images/navigation.png]


Using Widgets

[image: ../_images/widget_tab.png]
Widgets appear to the right of the viewer window. Most widgets are accessed from the ‘Widgets’ menu above the viewer.

When selected, a widget will appear with a tab to the right of the viewer. You can switch between opened widgets by
clicking on the tabs. A widget opened from the menu can be closed by clicking on the X in the top right of its tab.

Widgets may have very different user interfaces depending on what they do, however there are a number of common elements:


[image: help] Help button

This opens the online documentation page relevant to the widget. Internet access is required.



[image: options] Options button

This shows any extended options the widget may have. It is typically used by widgets which display plots as that limits the
space available for options.



[image: batch] Batch button

This displays the batch code required to perform the widget’s processing, using the currently selected options. This can be useful
when building batch files from interactive exploration. It is only supported by widgets which provide image processing functions.



[image: cite] Citation

Many widgets are based around novel data processing techniques. The citation provides a reference to a published paper which can
be used to find out more information about the underlying method. If you publish work using a widget with a citation, you should
at the very least reference the paper given.

[image: ../_images/citation.png]
Clicking on the citation button performs an internet search for the paper.
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[image: icon] Data Statistics Widget

This widget displays summary statistics for selected data. The mean, median, standard deviation
and range are presented.

[image: ../_images/data_stats_select_data.png]
You can select any number of data items and an optional ROI from the menus at the top. Clicking
on the menu brings up a list of checkboxes to select the data items you want to include. Clicking
outside the menu closes the list.

If an ROI is selected then the summary statistics are presented separately for every region within
that ROI:

In this example statistics for two data sets are presented within a single-region ROI:

[image: ../_images/data_stats_single_region.png]
The Copy button for each table copies the data to the clipboard in a tab-separated form which should be
suitable for pasting into spreadsheets such as Excel. In batch mode the Data Statistics process generates
a tab-separated file which can be saved.

In this example we display statistics for a single data set in each region of a multi-region ROI
(which was generated by the Supervoxels widget):

[image: ../_images/data_stats_multi_region.png]
The Summary Statistics - Slice table can also be displayed - it presents essentially the
same information but over the current slice shown in the viewer (either axial, coronal or sagittal):

[image: ../_images/data_stats_slice.png]
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Voxel analysis

This widget shows data at the selected voxel and is visible by default.

The upper part of the widget shows a plot of selected time-series (4D) data. A list of 4D
data sets is shown below the plot on the left hand tab. Data can be included or removed
from the plot by checking/unchecking the data set name in this list.

The table on the right hand tab below the plot shows the value of each 3D data set at the selected
point.

Selecting voxels in the viewer window updates the displayed data to the current position.

[image: ../_images/model_curves.png]
One use of this widget is comparing the output of a modelling process with the input data.
In this screenshot the output of a DCE PK modelling process is overlaid on the original
data curve so the degree of fit can be assessed. The parameter outputs from this modelling
process are 3D data sets so the value of these parameters (Ktrans, kep, etc) can be viewed
on the non-timeseries data tab.

The options button allows the behaviour of the plot to be changed:

[image: ../_images/voxel_analysis_plot_options.png]
You can choose to plot either the raw data or to transform the timeseries data to signal enhancement
curves. This uses the selected number of volumes as ‘baseline’ and scales the remainder of the data
such that the mean value of the baseline volumes is 1. The data is then plotted with 1 subtracted so
the baseline has value 0 and a data value of 1 means a signal enhancement of 1, i.e. a doubling
of the baseline signal.

Note that if you modify the X or Y axes range on the plot (e.g. by right click and drag), the
‘Automatic Y-axis’ option is disabled - it must be re-enabled from the options button if
you want to return to matching the plot range to the data.
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Arterial Spin Labelling (ASL) MRI


	Widgets -> ASL -> ASL data processing




This widget provides a complete pipeline for Arterial Spin Labelling MRI analysis using the Fabber
Bayesian model fitting framework. The pipeline is designed for brain ASL MRI scans and some
of the options assume this, however with care it could be used for other types of ASL scan.


Tutorials



	Arterial Spin Labelling Tutorial





A walkthrough tutorial based on the
FSL course practical session on ASL [https://fsl.fmrib.ox.ac.uk/fslcourse/lectures/practicals/ASLpractical/index.html]



	IMAGO ASL tutorial







Reference

This set of pages goes through each page of the widget in turn an explains the options systematically
with some examples.



	ASL data

	Corrections

	Structural data

	Calibration

	Analysis

	Output

	Multiphase ASL

	General preprocessing







Publications

The following publications are useful citations for various features of the ASL
processing pipeline:



	Bayesian inference method: Chappell MA, Groves AR, Whitcher B, Woolrich MW. Variational
Bayesian inference for a non-linear forward model. IEEE Transactions on Signal Processing
57(1):223-236, 2009.


	Spatial regularization: A.R. Groves, M.A. Chappell, M.W. Woolrich, Combined Spatial and
Non-Spatial Prior for Inference on MRI Time-Series , NeuroImage 45(3) 795-809, 2009.


	Arterial contribution to signal: Chappell MA, MacIntosh BJ, Donahue MJ, Gunther M, Jezzard P,
Woolrich MW. Separation of Intravascular Signal in Multi-Inversion Time Arterial Spin
Labelling MRI. Magn Reson Med 63(5):1357-1365, 2010.


	Partial volume correction: Chappell MA, MacIntosh BJ, Donahue MJ,Jezzard P, Woolrich MW.
Partial volume correction of multiple inversion time arterial spin labeling MRI data,
Magn Reson Med, 65(4):1173-1183, 2011.
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Arterial Spin Labelling Tutorial

[image: ../_images/asl_tutorial_img.png]
In this practical you will learn how to use the BASIL tools in FSL
to analyse ASL data, specifically to obtain quantitative images of
perfusion (in units of ml/100 g/min), as well as other haemodynamic
parameters.

This tutorial describes the analysis using Quantiphyse - the same
analysis can be performed using the command line tool or the FSL
GUI. The main advantage of using Quantiphyse is that you can see
your input and output data and take advantage of any of the other
processing and analysis tools available within the application.

We will mention some of this additional functionality in
Quantiphyse as we go, but do not be afraid to experiment with
any of the built-in tools while you are following the tutorial.

This practical is based on the
FSL course practical session on ASL [https://fsl.fmrib.ox.ac.uk/fslcourse/lectures/practicals/ASLpractical/index.html].
The practical is a shorter version of the examples that accompany the Primer: Introduction to Neuroimaging
using Arterial Spin Labelling. On the website for the primer you can find more examples.

http://www.neuroimagingprimers.org/examples/introduction-primer-example-boxes/
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Basic Orientation

Before we do any data modelling, this is a quick orientation guide to Quantiphyse if you’ve
not used it before. You can skip this section if you already know how the program works.

Start the program by typing quantiphyse at a command prompt, or clicking on the Quantiphyse
icon [image: qp] in the menu or dock.

[image: ../_images/main_window_empty.png]

Loading some data

If you are taking part in an organized practical, the data required will be available in your home
directory, in the course_data/ASL folder. If not, the data can be can be downloaded from the FSL course site:
https://fsl.fmrib.ox.ac.uk/fslcourse/downloads/asl.tar.gz

Start by loading the ASL data into Quantiphyse - use File->Load Data or drag and drop to load
the file spld_asltc.nii.gz. In the Load Data dialog select Data.

[image: ../_images/asl_tutorial_filetype.png]
The data should look as follows:

[image: ../_images/main_window_basic.png]


Image view

The left part of the window contains three orthogonal views of your data.



	Left mouse click to select a point of focus using the crosshairs


	Left mouse click and drag to pan the view


	Right mouse click and drag to zoom


	Mouse wheel to move through the slices


	Double click to ‘maximise’ a view, or to return to the triple view from the maximised view.









View and navigation controls

Just below the viewer these controls allow you to move the point of focus and also change
the view parameters for the current ROI and overlay.



Widgets

The right hand side of the window contains ‘widgets’ - tools for analysing and processing data.
Three are visible at startup:



	Volumes provides an overview of the data sets you have loaded


	Data statistics displays summary statistics for data set


	Voxel analysis displays timeseries and overlay data at the point of focus







Select a widget by clicking on its tab, just to the right of the image viewer.

More widgets can be found in the Widgets menu at the top of the window. The tutorial
will tell you when you need to open a new widget.

For a slightly more detailed introduction, see the Getting Started section of the
User Guide.




Perfusion quantification using Single PLD pcASL

In this section we will generate a perfusion image using the simplest analysis possible on
the simplest ASL data possible.

Click on the Voxel Analysis widget - it is visible by default to the right of the main image view,
then click on part of the cortex. You should see something similar to this:

[image: ../_images/asl_tutorial_signal_spld.png]
You can see that the data has a zig-zag low-high pattern - this reflects the label-control repeats
in the data. Because the data was all obtained at a single PLD the signal is otherwise fairly constant.


A perfusion weighted image

Open the Widgets->ASL->ASL Data Processing widget. We do not need to set all the details of the
data set yet, however note that the data format is (correctly) set as Label-control pairs.

[image: ../_images/asl_tutorial_preproc_tc.png]
Click on the Generate PWI button. This performs label-control subtraction and averages the
result over all repeats. The result is displayed as a colour overlay, which should look like a
perfusion image:

[image: ../_images/asl_tutorial_pwi_spld.png]
We can improve the display a little by adjusting the colour map. Find the overlay view options below
the main image view:

[image: ../_images/asl_tutorial_overlay_opts.png]
Next to the Color Map option (which you can change if you like!) there is a levels button [image: levels]
which lets you change the min and max values of the colour map. Set the range from 0 to 10
and select Values outside range to Clamped.

[image: ../_images/asl_tutorial_cmap_range.png]
Then click Ok. The perfusion weighted image should now be clearer:

[image: ../_images/asl_tutorial_pwi_spld_better.png]
You could also have modified the colour map limits by dragging the colourmap range widget directly -
this is located to the right of the image view. You can drag the upper and lower limits with the
left button, while dragging with the right button changes the displayed scale. You can also
customize the colour map by clicking on the colour bar with the right button.


Warning

Dragging the colourmap is a little fiddly due to a GUI bug. Before trying to adjust the levels,
drag down with the right mouse button briefly on the colour bar. This unlocks the automatic
Y-axis and will make it easier to drag on the handles to adjust the colour map.
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Perfusion quantification in Tumours using Multi-PLD pCASL

The purpose of this exercise is to look at some multi-PLD pcASL in a clinical example of
glioblastoma multiforme [1] [2] to assess how perfusion changes within the tumour.


Contents


	Basic Orientation


	Loading the data


	Image view


	View and navigation controls


	Widgets






	Perfusion quantification


	A perfusion weighted image


	Model based analysis - Data set up


	Model based analysis - Analysis set up






	Comparison to structural changes


	References






Basic Orientation

Before we do any data processing, this is a quick orientation guide to Quantiphyse if you’ve
not used it before. You can skip this section if you already know how the program works.

Start the program by typing quantiphyse at a command prompt, or clicking on the Quantiphyse
icon [image: qp] in the menu or dock.

[image: ../_images/main_window_empty.png]

Loading the data

If you are taking part in an organized practical workshop, the data required may be available in your home
directory, in the course_data/ASL_IMAGO folder. If not, an encrypted zipfile containing the data can be
downloaded below - you will be given the password by the course organizers:



	Self extracting Windows archive [https://unioxfordnexus-my.sharepoint.com/:u:/g/personal/ctsu0221_ox_ac_uk/EU-VO64VDvxFiZXC9lbrWckBc9wFpl1DiNeEsX2B8XJK6A?e=DgK3Oc]


	Encrypted 7zip archive for Unix [https://unioxfordnexus-my.sharepoint.com/:u:/g/personal/ctsu0221_ox_ac_uk/EQQk7mt6I35PnoerC9o_DuwBnk9uSO4pgNkOgBbCOre1yg?e=beLeb9]








Note

To extract the 7zip archive on Linux, download and then use the command 7z x IMAGOASL_Michigan.7z
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ASL data tab

[image: ../_images/asl_data_tab.png]
This tab describes the structure and acquisition parameters of your ASL data. Once you define the
structure of a data set in one ASL widget, others will automatically pick up the same structure when
using that data set. In addition, if you save the data set to a Nifti file, the structure information is
saved as optional metadata and will be recognised when you load the data back into Quantiphyse.

Start by choosing the ASL data
set you want to analyse from the ASL data selection box (it must be loaded into Quantiphyse first).

[image: ../_images/asl_data.png]

Data format


	The data format describes the labelling scheme used for the data and can be described as

	
	Label-control pairs


	Control-Label pairs


	Multiphase


	Vessel encoded


	already tag-control subtracted or multiphase








Note that currently multiphase data is not supported by this widget, however a multiphase
preprocessing widget is provided.

[image: ../_images/asl_data_format.png]


Repeats

By default repeats are fixed. The ASL widget will figure out how many repeats you have.

[image: ../_images/asl_data_repeats.png]
You can also select variable repeats, in which case each TI/PLD may have a different number of
repeats.

[image: ../_images/asl_data_var_repeats.png]
The repeats entry is at the bottom with the TIs/PLDs and bolus duration. This is because there
needs to be the same number of each so it’s sensible to keep them together.

[image: ../_images/asl_data_var_repeats_entry.png]


Data grouping/order

This describes the sequence of volumes contained in the ASL data set, and what each volume contains.
The two main choices are Grouped by TIs and Grouped by repeats.

When grouped by TIs, the sequence of volumes would be as follows:

1. Tag for first TI
2. Control for first TI
3. Rrepeat tag for first TI
4. Repeat Control for first TI
   ... as above for remaining repeats
11. Tag for second TI
12. Control for second TI
13. Repeat tag for second TI
14. Repeat Control for second TI
   ... etc






Data structure visualisation

The data structure visualisation shows how the data is grouped inside the file (the volumes in
the data increase from left to right).

[image: ../_images/asl_data_grouped_tis.png]
Starting at the top, this shows that the volumes are divided up into blocks corresponding to
the 6 TIs we have defined. Within each block we have 8 repeats of this TI, and each repeat
consists of a label and control image (in that order).



Signal fit visualisation

In addition the Signal Fit visualisation compares the mean signal from your data with
what would be expected for the data grouping you have chosen. In this case they match
closely, which is a good check that we have chosen the correct grouping option.

[image: ../_images/asl_data_sig_match.png]
When grouped by repeats, the volume sequence would be as follows:

1. Tag for first TI
2. Control for first TI
3. Tag for second TI
4. Control for second TI
   ... as above for remaining TIs
11. Repeat of Tag for first TI
12. Repeat of Control for first TI
11. Repeat of Tag for second TI
12. Repeat of Control for second TI
    ... etc





And the data structure visualisation looks like this:

[image: ../_images/asl_data_grouped_rpt.png]


Signal fit visualisation - bad fit

In this case the correct grouping order was by TIs, as we saw above. If we select repeats
the signal fit will show us that the data do not
match what we would expect - this means we have got our grouping option wrong!

[image: ../_images/asl_data_sig_badmatch.png]


Autodetecting the grouping order

The Auto detect button tries to guess (based on the closeness of the signal fit) what the
best grouping option is for our data. In most cases it will guess correctly, however care should
be taken if your data does not fit into one of the standard patterns (see Custom ordering below)



Advanced: custom ordering

Occasionally, you may encounter ASL data with a different structure. For example if might start
with tag images for all TIs and repeats, and then have control images for all TIs and repeats
afterwards. In this case you should select Custom as the grouping order and enter a string
of two or three characters in the text box to define your ordering. The characters should be chosen
from:



	l for variation in the label (i.e. tag/control or vessel encoding cycles)


	t for variation in the TIs/PLDs


	r for variation in the repeat number




The characters should be ordered so the first is the fastest varying and the last is the slowest
varying. For example the two standard ‘Grouped by TIs’ and ‘Grouped by repeats’ options would be
described by the ordering strings lrt and ltr. If all the tag images are together and
all the control images follow, and within each block the data is grouped by repeats the ordering
string would be trl.




[image: ../_images/asl_data_grouped_trl.png]



Labelling

The labelling method is either cASL/pcASL or pASL. In cASL/pcASL, the effective TI for each volume is
determined by adding the post-labelling delay (PLD) to the bolus duration. In pASL, the TIs are
specified directly.

[image: ../_images/asl_data_labelling.png]


Readout

Data acquired with a 3D readout requires no special processing, however if the readout was 2D then
each slice will be at a slightly different TI/PLD (the volume TI/PLD in this case is the initial
TI/PLD).

Selecting 2D readout enables additional options for setting the the delay time per slice so suitable
adjustments in the TI/PLD can be made for each slice. It is also possible to specify a multiband readout.

[image: ../_images/asl_data_2d_readout.png]


TIs/PLDs

The TIs or PLDs recorded in the ASL data must be specified, with the corresponding bolus durations.
Initially data is interpreted as single-TI, however additional TIs can be added by typing their values
into the entry box. Values can be separated by commas or whitespace.

[image: ../_images/asl_data_tis.png]
If the number of PLDs specified is not consistent with the number of data volumes, a warning is
displayed. Here we have removed a PLD so there are only 5 which does not match the data which
has 96 volumes.

[image: ../_images/asl_data_tis_invalid.png]
Here we have specified a label-control dataset with 7 PLDs - this means the number of volumes should be
a multiple of 14.



Bolus duration(s)

Most ASL sequences use a single bolus duration whose value should be entered in this box:

[image: ../_images/asl_data_bolus.png]
It is possible (but unusual) to use a different value for each TI/PLD. In this case a value can
be given for each TI/PLD:

[image: ../_images/asl_data_bolus_var.png]
The number of values given must match the number of TIs/PLDs:

[image: ../_images/asl_data_bolus_var_wrong.png]
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ASL Corrections Tab

Corrections are changes made to the input data before the model fitting is performed. currently
four possible sources of corrections are supported:


Motion correction

If enabled this will apply motion correction to the ASL data set using the FSL MCFLIRT
tool.

[image: ../_images/asl_corr_moco.png]
If you prefer, you can do motion correction independently within Quantiphyse (or elsewhere)
and disable this option in the ASL processing.



ENABLE volume selection

This uses the ENABLE method to remove ‘bad’ volumes from the cASL
data to improve overall quality. This can be useful if there are a small number of volumes
with, for example, major motion artifacts.

When selected, an additional tab appears headed ENABLE:

[image: ../_images/asl_corr_enable.png]

ENABLE options

Minimum number of repeats per time point

ENABLE will always leave at least this many repeats of each TI/PLD, so for example if you
start out with 8 repeats of each TI/PLD you may end up with 7 repeats of the first TI, 4
of the second, etc. But you will never get just 2 repeats preserved for a TI.

Custom grey matter ROI

ENABLE bases its quality measures on signal-noise ratio in grey matter. If you already have
a grey matter ROI for your data you can specify it here. Otherwise ENABLE will use the
segmentation of the structural data you provide on the Structural Data tab.

Custom noise ROI

This is an ROI which defines a part of your data to be used to estimate the noise.
If you don’t specify anything ENABLE will invert the brain mask and use that, which is
normally a reasonable choice.



ENABLE Quality measures

The table of quality measures is filled in after ENABLE has run and provides a summary of
which volumes in your data were kept and which were removed.




Distortion correction

This corrects for the distortion of the image caused by field inhomogeneities. Two methods are
provided: Fieldmap images or a phase-encode reversed (Blipped) calibration image.


Generic distortion correction options

[image: ../_images/asl_corr_distcorr.png]
Whichever method you select, you will need to select the phase encoding direction and the echo
spacing.

The encoding direction is relative to the raw data axes which normally corresponds to scanner
co-ordinates. However you should check the effect of distortion correction visually to ensure
that the changes are in the axis that you expect.

The echo spacing is the true echo spacing (also known as dwell time) and should be specified in
ms. The total readout time is this value multiplied by the number of slices (in the phase encoding
direction) minus 1.



Distortion correction using fieldmap images

[image: ../_images/asl_corr_distcorr_fmap.png]
Three images must be provided - you must load them into Quantiphyse first. The first is the
fieldmap itself, the second is the magnitude image and the third is the brain extracted
version of the second.



Distortion correction using CBLIP images

[image: ../_images/asl_corr_distcorr_cblip.png]
The CBLIP image must be loaded into Quantiphyse and specified here.
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ASL Structural Data Tab

Providing structural data enables the pipeline to do the following:



	Generate a higher quality mask by using the more detailed structural image to identify the brain


	Output data in structural space, enabling it to be easily overlaid onto the structural image


	Automatically segment the structure into tissue types for use in reference region calibration and
partial volume correction.







Structural data may be provided in two ways - as a structural image (e.g. T1 weighted) or as an
output folder from the FSL_ANAT tool. The outcome should be essentially the same but
using an FSL_ANAT folder is preferable if you have one because it means the segmentation
is already done which helps to speed up the pipeline.

In both cases you have the option to override the segementation by providing your own ROIs for
different tissue types.


Providing a structural image

[image: ../_images/asl_struc_img.png]


Using an FSL_ANAT output folder

[image: ../_images/asl_struc_fslanat.png]
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ASL Calibration tab

Without calibration, perfusion values from ASL modelling are relative only and cannot be compared
between subjects or sessions. By providing calibration data the perfusion can be output in
physical units (ml/100g/min) allowing comparisons to be made.

Two calibration methods are provided: Voxelwise and Reference region. In both cases you
must provide a calibration image and may override the default acquisition parameters for this
image:

[image: ../_images/asl_calib_generic.png]

Voxelwise calibration

In voxelwise calibration, the calibration image is converted to an M0 image and each voxel in the
perfusion data is scaled by the voxelwise M0 value in the M0 image.

[image: ../_images/asl_calib_voxelwise.png]
This requires two parameters, a notional T1 value for generic ‘tissue’ and a similar generic
partition coefficient. The values given are from standard literature, however they can be
modified if needed.



Reference region calibration

In reference region calibration a single M0 correction factor is determined for the whole image,
by analysing a region of the data containing a single tissue type (typically CSF).

[image: ../_images/asl_calib_refregion.png]
In order to do this, the reference region method requires an ROI which identifies a particular
tissue type. By default this is calculated automatically for CSF using the following outline method:



	Obtain the CSF mask from segmentation of the structural image


	Register the structural image to a standard MNI brain image


	Obtain (from standard atlases) the ventricle mask for the standard brain image


	Erode the ventricle mask by 1 voxel and use it to mask the CSF mask from the structural image


	Transform back into structural space and form the reference region mask by conservatively
thresholding the ventricle mask at a threshold of 0.9







If a tissue type other than CSF is selected, only the first of these steps is performed.

You may prefer to supply a ready made reference ROI. This can be done using the Custom reference
ROI option:

[image: ../_images/asl_calib_refregion_custom_roi.png]
The T1, T2 and partition coefficient for this tissue type are required for calibration. The default
values vary according to what tissue type you have selected - so the ones displayed above are
appropriate for CSF. These can be modified as required.
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ASL Analysis Tab

[image: ../_images/asl_analysis.png]
The analysis tab contains options for the model fitting part of the pipeline.


Model fitting options


Custom ROI

A custom ROI in which to perform the model fitting can be provided - normally this is generated
by brain extraction of the structural data (or the ASL data if no structural data is given).



Spatial regularization

This option will smooth the output data using an adaptive method which depends on the degree of
variation in the data. If there is sufficient information in the data to justify fine grained
spatial detail, it will be preserved, however if the data is not sufficient this will be
smoothed.

The effect is similar to what you would get by applying a smoothing algorithm to the output,
however in this case the degree of smoothing is determined by the the variation in the data itself.

An example perfusion map without spatial regularization might look like this:

[image: ../_images/asl_perfusion.png]
With spatial regularization turned on, the same data set produced the following perfusion map:

[image: ../_images/asl_perfusion_svb.png]


Fix label duration

The label duration (bolus duration) can be allowed some variation to better fit the data. If this
option is selected this will not occur. Label duration is fixed by default.



Fix arterial transit time

Similarly to the above, this controls whether the arterial transit time (also known as bolus arrival
time) is allowed to vary to fit the data. However, in contrast to the label duration, this is allowed
to vary by default with multi-PLD data.

Arterial transit time cannot be accurately estimated with single-delay data.



T1 value uncertainty

This is analagous to the above options but controls whether the T1 value is allowed to vary. By
default it is kept constant.



Macro vascular component

Some of the signal in the ASL data will come from labelled blood in arteries as opposed to
perfused tissue. This may be a significant contribution in voxels containing a major artery.
By adding a macro vascular component this signal can be estimated and separated from the
tissue perfusion contribution during the fitting process.



Partial volume correction

If enabled, this will use the GM/WM segmentation to perform an additional modelling step in which
the GM and WM contributes will be modelled separately and based on the GM/WM partial volume within
each voxel (which will also be modelled as part of the fitting process).


Warning

Partial volume correction adds considerably to the pipeline run time!
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ASL Output Tab

This tab controls the output that will be produced.

[image: ../_images/asl_output.png]

Output data spaces


Standard data item outputs

The following data items are output:



	perfusion Tissue perfusion


	arrival Inferred arterial transit time


	modelfit Model prediction for comparison with the tag-control differenced data







If Fix label duration is not specified:



	duration Inferred Label duration







If Fix arterial transit time is not specified:



	arrival Inferred arterial transit time







If Include macro vascular component is specified:



	aCBV Macrovascular component







If Allow uncertainty in T1 values is specified:



	mean_T_1 Tissue T1 value


	mean_T_1b Blood T1 value







If calibration is included, additional calibrated outputs perfusion_calib and aCBV_calib
are also generated.



Data spaces

By default the output is produced in native ASL space (i.e. the same space as the input
ASL data). These outputs have the suffix _native. In addition (or instead of) output
can be produced in structural space, in which case the outputs will have a suffix of _struc.




Additional outputs


Output parameter variance maps

The Bayesian modelling method used is able to output maps of the estimated parameter variance.
This gives a measure of how confident the values in the parameter maps are.
These outputs have the suffix _var.



Output mask

If selected the mask used to perform the analysis will be output under the name mask_native.



Output calibration data

The calibration data would include the reference mask used in reference region calibration and
the voxelwise M0 image in voxelwise calibration. These outputs have the suffix _calib.



Output corrected input data

This option outputs corrected versions of the input data (ASL and calibration) after
motion correction, distortion correction, etc. have been performed. These outputs have the
suffix _corr.



Output registration data

This option outputs data used as the reference for registration with the
suffix _ref.



Output structural segmentation

This option outputs the brain extracted and segmented (partial volume and mask) maps from
the structural data. These outputs have the suffix _struc.



Output model fitting data

This option outputs the full output from the model fitting step. These outputs have the
suffix _fitting.


Warning

Model fitting is a two-stage multi-step process with a number of intermediate output data
files. Selecting this option will generate a large number of output data sets!
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Multiphase ASL

The Multiphase ASL widget is designed for single PLD multiphase ASL data. It performs a model-based
fitting process which results in a net magnetisation map which can be treated as differenced ASL
data.


Defining the structure

To begin you must define the structure of your ASL data, in the same way as with the other ASL widgets.
Multiphase modelling is currently possible only for single PLD data, hence the PLDs entry is not
visible. The main things to set are:


	The number of phases, which are assumed to be evenly spaced


	The data ordering, i.e. whether repeats of each phase are together, or whether the full
set of phases is repeated multiple times. This is not relevant if the data is single-repeat




This data structure shows a simple single-repeat multiphase data set with 8 phases.

[image: ../_images/asl_multiphase_struc.png]


Analysis options


Bias correction

[image: ../_images/asl_multiphase_options.png]
One issue with multiphase modelling is that the estimates of the magnetisation are biased in the
presence of noise (in general a lower signal:noise ratio causes an overestimate of the magnetisation.
The bias correction option (enabled by default) performs a series of steps to reduce this bias
using a supervoxel-based method to first estimate the phase offset in distinct regions of the data.
This phase offset is then fixed for the final modelling step, which eliminates the bias which
only occurs when magnetisation and phase are both free to vary.

The full set of steps for bias correction are as follows:


	An initial modelling run is performed, allowing both magnetisation and phase to vary.


	A set of supervoxels are created based on the output phase map only.


	The signal is averaged in each supervoxel, and a second modelling step is performed. The
averaging increases the SNR in each supervoxel to give an improved estimate of the phase
in each supervoxel region.


	A final modelling step is performed with the phase in each supervoxel region fixed to the
value determined in step 3. However the magnetisation and overall signal offset are free
to vary independently at each voxel (i.e. are not constant within each supervoxel region).
With the phase held constant, the biasing effects of noise are eliminated.




The supervoxels step requires a choice for the total number of supervoxels, the compactness and
the degree of pre-smoothing. See the Supervoxels widget for more information about
how these options are used.

The justification for assuming a constant phase in distinct regions is that this is related
to distinct vascular territories (although there is no assumption of a 1:1 mapping between
supervoxels and territories). For example, the following image shows the phase map for a
data set with a significant left/right phase difference:

[image: ../_images/asl_multiphase_phase.png]
The supervoxels used in the phase mapping can be seen clearly.

This image shows a comparison between the magnetisation map with and without the bias correction.
The systematic over-estimation of the magnetisation is clear

[image: ../_images/asl_multiphase_mag_compare.png]
By default, only the resulting magnetisation map is returned by the process. By enabling the
Keep interim results option all the data generated during the process can be preserved. This
includes the original uncorrected outputs (suffix _orig), the averaged outputs within the
supervoxels (suffix _sv) and the supervoxels ROI itself (sv)
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ASL Preprocessing


	Widgets -> ASL -> Preprocess




This widget provides simple preprocessing for ASL data.


ASL data structure

The structure of the ASL data is defined using the ASL structure widget

[image: ../_images/asl_model_fit_struc.png]
This example shows a multi-PLD PCASL data set with 2D readout.



Preprocessing options

Pre-processing options are shown below the structure definition:

[image: ../_images/asl_preprocess_options.png]
Label-control subtraction will convert the data into differenced ASL data, passing on other details of the ASL structure
(PLDs, etc) to the output data set. If we view the raw signal using the Voxel Analysis widget we see a pattern like this:

[image: ../_images/asl_signal_prt.png]
The alternating pattern of the tag-control pairs is clearly visible. After differencing we see the following:

[image: ../_images/asl_signal_diff.png]
This is harder to read as the data is quite noisy, however note that there are half the number of volumes and the alternating
pattern is gone.

Reordering changes the grouping order of the ASL data. The re-ordering string consists of a sequence of characters with the
innermost grouping first. p represents Label-Control pairs, (capital P is used for Control-Label pairs), r is for repeats
and t is for TIs/PLDs. For example, the data above is in order prt and in the signal pattern above you can see a series of repeat measurements at six PLDs.

Changing the order to ptr will keep the tag/pair alternation but change the data to repeats of sets of all six PLDs:

[image: ../_images/asl_signal_ptr.png]
If you prefer, you could have the original ordering but all the tags first and all the control images afterwards. That would be
an ordering of rtp and looks like this:

[image: ../_images/asl_signal_rtp.png]
Average data can do one of two things. It can take the mean over the repeats at each PLD, resulting in a new multi-PLD data set.
This enables the ASL signal to be seen more clearly in multi-repeat data, for example this is a typical signal from the data
shown above:

[image: ../_images/asl_signal_mean.png]
This shows the ASL signal more clearly than the noisy differenced data signal shown above.

Alternatively, for a multi-PLD data set you can take the mean over all PLDs as well to generate a Perfusion-weighted image. This
is usually similar to the output from model fitting and provides a quick way to check the perfusion. The result of this operation
is always a single-volume image. For the data above it looks as follows:

[image: ../_images/asl_pwi.png]
This can be compared to the output shown at the bottom of the ASL model fitting page.
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QuantiCEST


	Widgets -> CEST -> QuantiCEST




This widget provides CEST analysis using the Fabber Bayesian model fitting framework.


Tutorials

The following tutorials provide a walkthrough of a CEST analysis:



	Tutorial using preclinical data (Stroke)

	Tutorial using preclinical data (Tumour)

	Tutorial using clinical data







Reference



	QuantiCEST User Guide







Publications

The following publications are useful citations for the QuantiCEST processing widget:



	Bayesian inference method: Chappell MA, Groves AR, Whitcher B, Woolrich MW. Variational
Bayesian inference for a non-linear forward model. IEEE Transactions on Signal Processing
57(1):223-236, 2009.


	Bayesian CEST analysis: Chappell, M. A., Donahue, M. J., Tee, Y. K., Khrapitchev,
A. A., Sibson, N. R., Jezzard, P., & Payne, S. J. (2012). Quantitative Bayesian
model-based analysis of amide proton transfer MRI. Magnetic Resonance in Medicine.
doi:10.1002/mrm.24474
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QuantiCEST Tutorial


Introduction

This example aims to provide an overview of Bayesian model-based analysis for CEST [1] using the QuantiCEST widget [2]
available as part of Quantiphyse [3]. Here, we work with a preclinical ischaemic stroke dataset using continuous
wave CEST [4], however the following analysis pipeline should be applicable to both pulsed and continuous wave
sequences acquired over a full Z-spectrum.



Basic Orientation

Before we do any data modelling, this is a quick orientation guide to Quantiphyse if you’ve
not used it before. You can skip this section if you already know how the program works.

Start the program by typing quantiphyse at a command prompt, or clicking on the Quantiphyse
icon [image: qp] in the menu or dock.

[image: ../_images/main_window_empty.png]

Loading some CEST Data

If you are taking part in an organized practical workshop, the data required may be available in your home
directory, in the course_data/cest/Preclinical folder. If not, you will have been given instructions
on how to obtain the data from the course organizers.

You will need to load the following data file:



	CEST.nii.gz







[image: ../_images/drag_drop_choice.png]
Files can be loaded in NIFTI or DICOM format either by dragging and dropping in to the view pane, or by clicking
File -> Load Data. When loading a file you should indicate if it is data or an ROI by clicking the
appropriate button when the load dialog appears.

The data should appear in the viewing window.

[image: ../_images/cest_tutorial_1.png]

Note

This data is single slice and there is shown in a single 2D window. Sometimes single-slice timeseries data
is (incorrectly) represented as a 3D NIFTI file, and would be displayed as such by quantiphyse. This should not be
the case here, however if it occurs with other data files the problem can be corrected by selecting Advanced Options
when loading data and choosing Treat as 2D multi-volume.
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QuantiCEST Tutorial


Introduction

This example aims to provide an overview of Bayesian model-based analysis for CEST [1] using the QuantiCEST widget [2]
available as part of Quantiphyse [3]. Here, we work with a preclinical tumour dataset using continuous
wave CEST [4], however the following analysis pipeline should be applicable to both pulsed and continuous wave
sequences acquired over a full Z-spectrum.



Basic Orientation

Before we do any data modelling, this is a quick orientation guide to Quantiphyse if you’ve
not used it before. You can skip this section if you already know how the program works.

Start the program by typing quantiphyse at a command prompt, or clicking on the Quantiphyse
icon [image: qp] in the menu or dock.

[image: ../_images/main_window_empty.png]

Loading some CEST Data

If you are taking part in an organized practical workshop, the data required may be available in your home
directory, in the course_data/cest/Preclinical/Tumour folder. If not, you will have been given instructions
on how to obtain the data from the course organizers.

You will need to load the following data file:



	CEST.nii.gz







[image: ../_images/drag_drop_choice.png]
Files can be loaded in NIFTI or DICOM format either by dragging and dropping in to the view pane, or by clicking
File -> Load Data. When loading a file you should indicate if it is data or an ROI by clicking the
appropriate button when the load dialog appears.

The data should appear in the viewing window.

[image: ../_images/tumour_data.png]

Note

This data is single slice and there is shown in a single 2D window. Sometimes single-slice timeseries data
is (incorrectly) represented as a 3D NIFTI file, and would be displayed as such by quantiphyse. This should not be
the case here, however if it occurs with other data files the problem can be corrected by selecting Advanced Options
when loading data and choosing Treat as 2D multi-volume.
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QuantiCEST Tutorial


Introduction

This example aims to provide an overview of Bayesian model-based analysis for CEST [1] using the QuantiCEST widget [2]
available as part of Quantiphyse [3]. Here, we work with a clinical Glioblastoma Multiforme (brain tumour) dataset acquired
as part of the IMAGO clinical trial [4] using continuous wave CEST, however the following analysis pipeline should be
applicable to both pulsed and continuous wave sequences acquired over a full Z-spectrum.



Basic Orientation

Before we do any data modelling, this is a quick orientation guide to Quantiphyse if you’ve
not used it before. You can skip this section if you already know how the program works.

Start the program by typing quantiphyse at a command prompt, or clicking on the Quantiphyse
icon [image: qp] in the menu or dock.

[image: ../_images/main_window_empty.png]

Loading some CEST Data

If you are taking part in an organized practical workshop, the data required may be available in your home
directory, in the course_data/cest/Clinical folder. If not, you will have been given instructions
on how to obtain the data from the course organizers.

You will need to load the following data file:



	CEST.nii.gz







Files can be loaded in NIFTI or DICOM format either by dragging and dropping in to the view pane, or by clicking
File -> Load Data. When loading a file you should indicate if it is data or an ROI by clicking the
appropriate button when the load dialog appears.

The data should appear in the viewing window.

[image: ../_images/clinical_data.png]

Note

This data is single slice and there is shown in a single 2D window. Sometimes single-slice timeseries data
is (incorrectly) represented as a 3D NIFTI file, and would be displayed as such by quantiphyse. This should not be
the case here, however if it occurs with other data files the problem can be corrected by selecting Advanced Options
when loading data and choosing Treat as 2D multi-volume.
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QuantiCEST User Guide


Introduction

To do CEST analysis you will need to know the following:



	The frequencies in the z-spectrum you sampled at. The number of frequencies corresponds to the number of volumes in your data


	The field strength - default pool data is provided for 3T and 9.4T, but you can specify a custom value provided you provide the relevant pool data


	The saturation field strength in µT


	For continuous saturation, the duration in seconds


	For pulsed saturation details of the pulse magnitudes and durations for each pulse segment, and the number of pulse repeats


	What pools you want to include in your analysis


	If default data is not available for your pools at your field strength, you will need the ppm offset of each pool, its exchange rate with water and T1/T2 values









Setting the sampling frequencies

The frequencies are listed horizontally:

[image: ../_images/cest_freqs.png]
You can type in your frequencies manually - the list will automatically grow as you add numbers.

However, you may have your frequencies listed in an existing text file - for example the dataspec file if you have been using Fabber
for your analysis. To use this, either drag the file onto the list or click the Load button and select the file. Quantiphyse will
assume the file contains ASCII numeric data in list or matrix form and will display the data found.

[image: ../_images/cest_dataspec.png]
Click on the column or row headers to select the column/row your frequencies are listed in. In this case, we have a Fabber dataspec
file and the frequencies are in the first column, so I have selected the first column of numbers. Click OK to enter this into your
frequency list.

[image: ../_images/cest_freqs_real.png]


Setting the field strengths

Choose the B0 field strength from the menu. If none of the values are correct, select Custom and enter your field strength in the
spin box that appears

[image: ../_images/cest_custom_b0.png]
Note that you are being warned that the default pool data will not be correct for a custom field strength and you will need to
edit them.

The saturation field strength is set using the B1 (µT) spin box below.


Continuous saturation

Select Continuous Saturation from the menu, and enter the duration in seconds in the spin box

[image: ../_images/cest_sat_time.png]


Pulsed saturation

Select Pulsed Saturation from the menu.

[image: ../_images/cest_pulsed_sat.png]
The pulse magnitudes and durations can be set in the same way as the sampling frequencies, so if you have them in a text file
(for example a Fabber ptrain file), drag it onto the list and choose the appropriate row/column.

The number of magnitudes must match the number of durations! Repeats can be set in the spin box at the bottom.




Choosing pools

Six built-in pools are provided, with data at 3T and 9.4T, you can choose which to include using the checkboxes.

[image: ../_images/cest_pools.png]
Each pool is characterized by four parameters:



	The ppm offset relative to water (by definition this is zero for water)


	The exchange rate with water


	The T1 value at the specified field strength


	The T2 value at the specified field strength







To view or change these values, click the Edit button.

[image: ../_images/cest_editpools.png]
A warning will appear if you change the values from the defaults. Obviously
this will be necessary if you are using a custom field strength. If you want to return to the original values at any point, click the
Reset button. This does not affect what pools you have selected and will not remove custom pools


Custom pools

If you want to use a pool which is not built-in, you can use the New Pool button to add it. You will need to provide the four
parameters above, and your new pool will then be selected by default.

[image: ../_images/cest_new_pool.png]

Warning

Currently custom pools, and custom pool values are not saved when you exit Quantiphyse
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