

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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Linux Infrastructure Management

Welcome to the parlance of GNU/Linux infrastructure management space.

This book is all about how effectively we manage infrastructure related to Linux in enterprise environment.

Expected Readers:

Those who has hands on managing the enterprise infra .Few simple procedure to get the job done in day to day basis.

                 Linux® is a registered trademark of Linus Torvalds 
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Problem Management

This is chapter which will make you aware of how problem related to infrastructure can be handled and mitigate in efficent way.

I am a kind of person, who don’t believe in stories but believe in what is actually happening/happend thing.And strongly believe living with a bunch of people all the time that they give more “black and white” picture then distorted thing with some colorful stories.It saves my time and their too.

So, in broader sense,problem comes in bunch and go away with bunch..yep general rule of life.But,in BU,problem can be catagorised in different form..i.e genuine problem,created problem,arse saving problem,incompetency guard problem et al.Frankly I am not at all interested on others but the first one.Unfortunately you have to deal with others,wheather you like it or not and need to take some really really drastic steps to eliminate other kinds of “cosmetic” problem from your life and foucs on main problem.

Now for instance,as I have had into the BU’s infra for some organisation ,so I can vouch,emergency can come onece in a month or bimonthly…and you can deal with it.But if it’s started to come frequently then those interval,then two thing come to your mind.One,the infrastructure needs serious kind of look up in quick time but regorious.Second,need to evaluate the guys are operating or managing on it. No other go I believe,you just can not sit on it for long.It might explode on some undesireable time and make look fool.So,long story short,proactiveness is hightly desireable.We generally are good on reactiveness.

Now,when you manage a team,you need to split up things as impotant and urgent,everybody do..nothing special.I would prefer to do the urgetnt or assign someone in the team,who can I believe accomplish without much fuss and the important thing has to be distributed with others along with proper eta.Sound famiier? bound to be!thats the way it works most of the places.Plus,on top of that I would preferably have someone to document the process if something new has come up.Being in charge of a team of any size,you need to understand whom to give what,pretty ordiary thing..easily figureable.By means,I need to convey that distributing the ownership between the members.

So,besically I make people accountable for what they are doing and also make sure they get due credit what they are doing.It will certainly boast thier morale in turn bring more productivity and sense of responsibility.When you bestwoed with that kind of honor,chances will be high to gain more then to loose.

Okay,different matrix has to taken into account of solving the problem related to infrastructure .I will nailed down to few ,absolute necessary one.Just trying to eliminate noise from the actual fact.I have had seen a bottleneck in problem solving place,that too many level of approval needs to such trivial and non significant job.Sometime it’s really irritate me that,little bigger organisation put so much layer which is not at all necessary to system work properly.And they create more noise ,which is quite distracting.As I said above ,few good tool will make the infrastucture stable along with some sensible folks.If the human is not trained enough ,it’s the duty of the leader to pour in some good information into the human ,so they do not have any illusion to work on that environment and become productive in quick time. Although I have had seen most the “Manager” failed to do that in alarming way.They just do wrong thing for right reason.

I am pretty okay with few bumps,that’s fine and that’s alerts you way ahead of time,so you can take precaution.But I am not sure how that can be measured,because every situation is different and the way to solve the problem would be quite different too(although the basic rely same..solving the problem).Educating the team members is of ultimate importance. The more informed they are more they perform well.
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Automation and Configuration Management

This is kinda core part of infrastructure management in any form. Sooner or later time will come ,when you wanted few things to be get done automatically, without much supervision. Specially when the infrastructure is growing and complexity arise. We basically want to eliminate things which are redundant to operate. Because we need to concentrate on more volatile thing within the infra more closely.

I know cron job do fine and most of the time is sufficient enough to get thing done, but beyond certain point ,we need to consider how to enhance and get thing done in proper manner. Writing tools to do the job done was the norm in open system management ,because it will allow you to do so, a rich set of inbuilt tools are come along with it. I wrote and still do write whenever I got chance to enhance. But having said that, the modern SCM (Software Configuration Managers) are quite smart (and I haven’t had hands on thing with cfengine..heck), everything else is modern ,even chef. I have had done few things with puppet and salt .Like both of them .Both has pros and cons, like other softwares. And mind you, it does require some steep learning curve, but it will be all worth, if you spend enough time to get the gory details of it or how it works internally. Most of the shops, even the cloud based projects are heavily  lean on it, because they understand the importance and flexibility  it brings onto the table. You can attend and achieve so many things with minimal fuss and rigor. While you need to be cautious at times, to monitor it that it is doing the right job, what was intended. CI (Jenkins et al) can be your friend.

Puppet is written in ruby and very flexible, purely using OOPS concepts inside it. The noticeable downside would be slow nature of work/processing. On the other hand, Saltstack is written in python, and quite flexible and extensible too. And performance wise it will probably beat puppet. That is python’s ability to interpret quickly. Anyway, you can choose whatever is your cup of tea,or the best bet for the particular environment. Now ,a little catch, I should warn, you need to be very conversant with those or have personnel at your disposal to do the job and troubleshooting if something goes wrong (sometime it will certainly). So, you been exposed to the system or the personnel exposed to those system have to have much more insight to get things back in track.

I would propose ,designate only those personnel involve in it, those who have inclination towards it,but not to someone who wanted thing done by it. As I said earlier it needs little bit steep learning curve and understanding of internals too. Not everybody has that kind of inclination towards it. You need to identify the resource from your team, or budget permit hire only those who are deep into it.

There are plenty SCM around free and proprietary. To name, Ansible is used in quite a few places and I heard it is done the job well (Again I do not have hands on with it). Anyway we need to consider the different aspect of the infrastructure requirement. What the present condition is? how it is operating? How it accomplish the work done?Once we get clear cut answer for those, then we can proceed to selecting the tool. Moreover ,we need to evaluate the tool before we recommend to the “Black Suit” wearing guy .He might come up with something which might caught us off guard. So, try not to be in that position, get as much details about the product as possible. It will surely help if you have some use cases under your sleeves.  And it would be wonderful if we can make some use case relate to the present environment with that tool.

People in general don’t like changes ,but we are trying to do thing which will change the way environment operate and perform. And we are trying to get the best out of it with some more effort. Not necessary all the time we come out winner, but we can make an effort that we can be winner most of the time. The prime effect would be two: one ,technology will win and we get boosts in our confidence and feel valued, which is very crucial and important aspect of infrastructure professional. I have had seen and realized myself that once you feel truly valued in some setup ,you can do better and helping out better with less conflict and ego. Now ,you are in position to do more and take more responsibility.

And yes, mentoring the other person next to you, will have long lasting effect .I am not sure how that can be done, because different people use different strategy to get along. To me, I am very open and straight to everyone, few don’t like, but they come to terms when they spend some time with me. Yep, that’s I am. I believe being genuine to everyone is key, they feel confident about you. I have seen few incompetent to play foul to save their arse and make thing looks rosy. If you sense it ,bust it on the but.

Say, we want to change the configure file of fleet of web server farm, and that consists of 350 servers. Doing that by hand would be ridiculous (assuming similar kind of changes has to be made to all the servers) and time consuming and error prone too. So, to eliminate those cons we need to take advantage of SCM exposed to us. It just a matter of writing once and run everywhere thing .Means, you need to define in one place and agents will in from the master server/servers to get it sync in quick time. Pretty neat and effortless (thinking in terms of writing a manual script and invoking it). And likewise you can withdraw your applied changes in almost no time.So it is big time and effort saver. Most of enterprise including cloud premier operator embrace this kind of SCM to make their fleet of servers to get particular service in specific time.

I believe all the SCM provider including puppet and Saltstack has plethora of modules available for ready to use. Just get them from the internet and modify it according your requirement. Those are all templet file  and few of them are really smart to assume the requirement too (specifically dependency related). Now, it is making our life easy and more productive. We get more chance to actually lean on the problem then thinking of something else. It is a boon to have that kind of software available for infrastructure management. And you can do many many different task accomplish with it, with minimal fuss. I believe the syntax are pretty clear and precise, thanks to the pain taken by those authors to make life easy for others.

I have had seen people in the infrastructure management doing automation for the sake of doing it. Why? there are plenty of reason, notably to show the vertical that they can do better job and “quality” jobs; expertise in that skill, in turn trying to say “elevate me” kinda statement. Most of those folks get the recipe from internet (mostly from unverified source, how do you verify that?) and plain modification. I have had seen they are not even bothering to see checksum of the download. If something creeps in ,the entire infrastructure will be at stake. And also the poor practices of doing thing (yeah, I know same result can be achieved from different way..), but certainly not in efficient way. There must be a properly and efficient way of handling it, for that before implementing that ,lot of test has to be made. Most of the time and infrastructure missing those guidelines. Let me give you a example of this kind of practice. I was in with big name ,but they are trying to get a foot hole in IT, and got a non IT client. So, they have hired me for do certain job. Now ,while in that setup I have seen people use very poor practices on open system. Instead of using key-exchange, they are using “sshpass”!!

The biggest problem here, the whole set rarely read the man page, instead they are heavily relied on google. And they might have seen it some verified  blogs and use that and nobody crosschecking. Now, if they are good enough they might have glean on the man page before doing all the nonsense. Let me give you an excerpt from the man page itself..

SECURITY CONSIDERATIONS

   First  and  foremost, users of sshpass should realize that ssh's insistance on only getting the password interactively is not without reason. It is close to impossible to securely store the password, and users of sshpass should consider whether ssh's public key authentication provides the same  end-user  experience, while involving less hassle and being more secure.

  The  -p  option  should be considered the least secure of all of sshpass's options.  All system users can see the password in the command line with a simple "ps" command. Sshpass makes a minimal attempt to hide the password, but such attempts are doomed to create race conditions  without actually  solving  the problem. Users of sshpass are encouraged to use one of the other password passing techniques, which are all more secure.

   In  particular,  people  writing  programs  that  are meant to communicate the password programatically are encouraged to use an anonymous pipe and pass the pipe's reading end to sshpass using the -d option.





So, you can see the heads up right? Does the environment had got some sort of binding to some sort of compliance to prohibit key-exchange? No. They just simply failed to realized the importance of it. See, the little things make hell lot of difference.

Because I did open source development and install tweak many many thousand of software ,so I have had the habit of reading the README or DOCUMENTATION file before I started to do anything with the software. It is always a good habit to read the important information beforehand and then jump onto it. It’s help certainly. So ,getting into that habit need sometime spend with it. Nowadays ,most people are so accustomed with search engine ,that they forgot the habit of reading the crucial piece. Because whenever they are in doubt ,they just use the search engine to find the answer, I too do,but very very limited cases ,not all the time, plus in very few specific places.





          

      

      

    

  

    
      
          
            
  
Backup and Retrieval

It would be an utmost important to understand the impact of this activity i.e. backup .We used to have specific software related to that (good old days!) ,and which will run at specific time (generally midnight) to get the backup of specified activity. Say, we want to take a backup of some application running on the specific box or we want to take the snapshot of specific image of the specific box. Nowadays ,it is become even easier ,with respect to cloud computing space it is just a matter of click!

Likewise ,we will get it back i.e. retrieval ,when things goes wrong or people dependent of specific thing get back the old form.

On GNU/Linux system plethora of backup and retrieval systems available. Not only that even the service or application specific backup can be done and retrieve with the tools come along built into the software. For instance, what is the most common way to take mysql(mariadb) dump by simply running mysqldump on specific database, you wish to take dump. Likewise, if you are interested to take backup of any specific lvm thing ,then you might consider about look into lvm snapshot feature. If you are exposed to AWS then those features are just a matter of clicks.

I have seen those big silos box in one of the famous IT organization’s DC, probably in older days other companies had too. Where all the tapes reside and at the end of the day all the tapes has to be move to off-site ,means safe place as per the policy. Not only that,I have had the experience to see that daily backup in cdrom and put into safe in some off-site (tiny organization). The bigger the infrastructure the bigger plan has to be roll out for this kind of activity and the window should be large enough.

It’s not just about taking backups, it is also essential to validate it before putting into safe place or off-site. By not doing that ,I have had come across a situation where backups had been taken but not verified, and when the bell rings ,we found out that those backups got corrupted and we have nowhere to go..o heck. Nowadays I believe all the software responsible to do involve in that kind of job, will built into that feature in it. So, we can breathe easy while retrieval the backup on emergency.

Okay, as I had work with really tiny organization where some costly or proprietary backup tool was real luxury to have. They did use the built in tool comes along with specific flavor of linux they were using or get something which is free. Yep, lot of smart people are there in open source world who writes and even smarter one who build and deploy those.

Different industry work different way. I mean they deploy workaround strategy to deal with it.I have been to different industry and I have seen quite a few, none match with other, but they all do the same work with different tools. Even the rsync ran overnight to get the content from one server to another!!





          

      

      

    

  

    
      
          
            
  
Basic understanding of Infrastructure

Understanding the environment for work is an utmost need for any person to work on infrastructure domain.

For instance, whether it is a normal physical infra or based on cloud. There is a need  of certain mind shift for working in two different environment.

Traditional DC environment is different than the “virtual Data Center” environment. Things are  different

I have had been to physical data center and virtual data center too. Operating is an undertaking in both the places (yep! You guessed it right, my lack of bend of mind) ,but somehow I float by on both the environment without much hassle.

In physical data center, you need to interact with iron boxes , watch out for the cables, configure the rack console and check for the lights on the servers front and back and take some decision based out of that!!.

While in the virtual data center, you are not so fortunate about seeing those, but the software make it simulated for those missing part, sometime it missed and sometime it hits ,depend on how the software configured and which software it is (there are plethora of that kind of software available in the market, open and closed both).

Because virtualization arrived late (although it was there for long time and people ignored it and hardware support were minimal, so never get kick off) and things have changed,people get more aware of the capabilities,started to take advantage of it.

“Cost cutting” is mandatory (buzzword????) in any IT organization’s portfolio these days and they reap benefit out of it, by opting for  virtualization. But, still some important and mission critical thing runs on physical place .And I love it; nothing like seeing an iron box in front of you ..so you can view it with your x-ray eyes and touch it.

Sometime I feel (absolutely my personal opinion), that virtual environment are little bit fragile than the physical one; probably I came from a normal DC environment to VDC environment that is why. I didn’t meant to say it is inferior or bad; but it has many more ways to fail than the physical environment.

Anyway, being in infra management, you have to be well conversant with both the environment. No other go, simple. Period.

Yes, one thing is very clear that you bound to be more lean on software to manage data center, because the underlying part i.e hardware and other stuffs are taken care by the provider you are opting for i. e Amazon, Rackspace et al.

I had have struggle (and I am not ashamed of it) that while moving to cloud I had horrid time, indeed. I still (sometime) failed to understand the terminology people are trying to describe something. Let me give you an instance, where I got confused.

I get into an environment where cloud is “mantra” and one of team or guy working on two things ,one proxy and second Nagios. I keep hearing from the people sitting close to me the HA word for both!!  I was excited; building HA for anything is very exciting, indeed. One day I was overly curious and ask one of them ;what this fuss all about HA? where is heartbeat (the software) and how it has been configured? but boy!, what I came to know that they are simply building those in two different place and using the feature of AWS auto scaling.

I am not sure, what will be the outcome; but my conventional mind jump into building conventional way of building HA, heck..

I had the good fortune to work for pretty big and good name IT giant for sometime and I saw it all. I still remember the first day; I went into DC with my manager, and I was awe-struck to see thousand of physical box in different shape (one of the shape dominating although) and size.. boy and the sound and the chillness of the place!!

Oh did I see those so called “big shots” during scheduled downtime? Those who refrain showing up all the time in the year and send some chilled and awful emails to the person down the lines, amazing persons those are, heck.

Managing geographically distributed DC or working in it is a daunting task. Specially when you are working in pretty low (o yeah not in that “big shot” role), because lot of things get hidden from you. Reason behind exactly two: you are not in the “big shot” level to know everything, forget about accessing and seeing. Second, you have been constantly told “do not assume anything”; how come? I think those who said that ,seriously deserve a f  word .Can’t help.

Now the downside. I was running some automation script and which bother some users; they  complained to me “what is your problem?” I was bit weary that time.

Working in 24/7 and 365 days schedule mar lot of your plan and commitment, but has to do. Once taken the responsibilities, you just can not bypass it, because lot of thing might depend on your action.Basically, I meant to say,  prepared for the heads up very frequent and repetitive way and pull your socks all the time; no respite.

General term: try to segregate the important thing from the masses.You can get hold of them in time of urgency. Like ,you should have information about ; where the DNS servers are located and where the NIS servers are located.

Last but not the least, you got to work with a team of people like you; so try to mingle with them genuinely and make them feel happy about you. Because they will be the one who will save your ass, when you will be in distress.

Okay, enough chit chat; lets fasten your seat belt for the ride.
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Information Management

“Information Management” means to keep the information in easily accessible format. Many company do it different manner. But ,most of the good company do it in correct manner. There must be some sort of uniform way to manage information.

I am a huge fan of wiki and try to one if it is missing from the existing framework. It will keep the team of projects in the same page for everyone. Wiki can be maintained such a fashion that ,it would be easy to read and interpret the information. And not to forgot that ,during the crucial time the information should be available at ease.

So, first thing first, installing wiki is pretty easy as compared to other thing. I have had done it,so I am going to share with you. I have deal with a wiki called “dokuwiki” and it’s pretty easy and fast to set it up and maintain.

You need go here [https://www.dokuwiki.org/dokuwiki] and pull the download from here and follow the instruction on same page on the left to install it and manage it.

Otherwise, do it by script (I did it in that fashion) although the version has changed (and you need to change the below script) ,like this :

#!/bin/bash

# an attempt to automatize packaging DokuWiki for openSUSE

  RELEASE='2009-02-14'
  NEWNAME=$(echo "$RELEASE" | tr '-' '.')
  WORKDIR='/home/bhaskar'
   NO_OF_COMP=5
  WWWDIR="$WORKDIR"

#  mkdir -p "$WORKDIR/dokuwiki/etc/apache2/conf.d"
#  mkdir -p "$WWWDIR"

    # assume the standard download location
    DLFROM='http://www.splitbrain.org/_media/projects/dokuwiki'
    DLFILE="dokuwiki-${RELEASE}.tgz"
    # and get the file
    wget -O "${WWWDIR}/dokuwiki.tgz" "${DLFROM}/${DLFILE}"

     # unpack it
  #   echo "getting into the web space"
  #   cd "$WWWDIR" || exit 17
  #   echo "extracting the file..."
  #   tar -xzf "dokuwiki.tgz"
  #   echo " remove the source..."
  #   rm "dokuwiki.tgz"

      # move it into the right place, create config dirs
   #   echo " Moving it into the right place"
   #   mv "dokuwiki-${RELEASE}" dokuwiki
   #   HTACCESSLIST=$(find "${WWWDIR}/dokuwiki" -name '\.htacc*')
   #   cd "$WORKDIR/dokuwiki/etc" || exit 18
   #   echo " creating an symbolic link for that dir"
   #   ln -s ../srv/www/htdocs/dokuwiki/conf DokuWiki

       # write config for Apache
       # delete .htaccess, move it into Apache's conf
    #   echo " delete htaccess file and move it to apache conf"
    #   cat » 'apache2/conf.d/DokuWiki.conf' ««EOT
    #   Alias /dokuwiki "/srv/www/htdocs/dokuwiki"

# «Directory "/srv/www/htdocs/dokuwiki/"»
#     Options None
#         «IfModule mod_dir.c»
#         DirectoryIndex doku.php index.html index.htm
#     «/IfModule»
#         AllowOverride All
#     Order allow,deny
#         Allow from all
# «/Directory»
#
# EOT
# for SUBDIR in $HTACCESSLIST; do
# RELDIR=${SUBDIR#${WORKDIR}/dokuwiki}
# RELDIR=${RELDIR%/.htacc*}
# echo "«Directory \"$RELDIR\"»" »» 'apache2/conf.d/DokuWiki.conf'
# cat "$SUBDIR" »» 'apache2/conf.d/DokuWiki.conf'
# echo "«/Directory»" »» 'apache2/conf.d/DokuWiki.conf'
# echo " " »» 'apache2/conf.d/DokuWiki.conf'
# rm "$SUBDIR"
# done
# dos2unix -o 'apache2/conf.d/DokuWiki.conf'
#
#
# cd "$WORKDIR" || exit 19
# tar --strip-components=$NO_OF_COMP -cf "dokuwiki-${NEWNAME}.tar" dokuwiki
# gzip "dokuwiki-${NEWNAME}.tar"





That’s it!. This will do all the things require to install in the system. Then you are suppose to access the web UI and adding pages according to the wiki style and keep it updated. Then ,share the url to everyone to read it, but allow or restrict only designated people to update it. Because it might play a huge role to maintain the infrastructure.

For instance, you might have solve a critical problem in the infrastructure, but you failed to document it in proper manner then you will be in trouble( because similar kind of problem come to infra management very often, and if the gap is more ,then chances are high that you might forget that solution..irk), so not to be fall in that trap ,a better way to put that solution in the wiki ,so in time it can get fetched from it to resolve the problem in quick time.

Another case, say ,you might be doing something very important to the infrastructure, and probably with a team, and in the team not everyone has got same wave length(you have to understand it), so it might get screwed up quick time by somebody’s mistake. Then you might get back to the pristine state by look at the road map for that particular project.

Do not trust anyone ..always validate ..where the information coming and how they are coming and who is providing that!If you do; you have a safe bet .But still we falter …to human is err.

Okay ,we might take advantage of several open source tool to keep the things in place and available in time. Like, Trac and other custom grown KB.

Next, we will discuss about problem management related to infrastructure management.





          

      

      

    

  

    
      
          
            
  
Linux Infrastructure Management

Welcome to the parlance of GNU/Linux infrastructure management space.

This book is all about how effectively we manage infrastructure related to Linux in enterprise environment.

Expected Readers:

Those who has hands on managing the enterprise infra .Few simple procedure to get the job done in day to day basis.

            Linux® is a registered trademark of Linus Torvalds 
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Problem Management

This is chapter which will make you aware of how problem related to infrastructure can be handled and mitigate in efficent way.

I am a kind of person, who don’t believe in stories but believe in what is actually happening/happend thing.And strongly believe living with a bunch of people all the time that they give more “black and white” picture then distorted thing with some colorful stories.It saves my time and their too.

So, in broader sense,problem comes in bunch and go away with bunch..yep general rule of life.But,in BU,problem can be catagorised in different form..i.e genuine problem,created problem,arse saving problem,incompetency guard problem et al.Frankly I am not at all interested on others but the first one.Unfortunately you have to deal with others,wheather you like it or not and need to take some really really drastic steps to eliminate other kinds of “cosmetic” problem from your life and foucs on main problem.

Now for instance,as I have had into the BU’s infra for some organisation ,so I can vouch,emergency can come onece in a month or bimonthly…and you can deal with it.But if it’s started to come frequently then those interval,then two thing come to your mind.One,the infrastructure needs serious kind of look up in quick time but regorious.Second,need to evaluate the guys are operating or managing on it. No other go I believe,you just can not sit on it for long.It might explode on some undesireable time and make look fool.So,long story short,proactiveness is hightly desireable.We generally are good on reactiveness.

Now,when you manage a team,you need to split up things as impotant and urgent,everybody do..nothing special.I would prefer to do the urgetnt or assign someone in the team,who can I believe accomplish without much fuss and the important thing has to be distributed with others along with proper eta.Sound famiier? bound to be!thats the way it works most of the places.Plus,on top of that I would preferably have someone to document the process if something new has come up.Being in charge of a team of any size,you need to understand whom to give what,pretty ordiary thing..easily figureable.By means,I need to convey that distributing the ownership between the members.

So,besically I make people accountable for what they are doing and also make sure they get due credit what they are doing.It will certainly boast thier morale in turn bring more productivity and sense of responsibility.When you bestwoed with that kind of honor,chances will be high to gain more then to loose.

Okay,different matrix has to taken into account of solving the problem related to infrastructure .I will nailed down to few ,absolute necessary one.Just trying to eliminate noise from the actual fact.I have had seen a bottleneck in problem solving place,that too many level of approval needs to such trivial and non significant job.Sometime it’s really irritate me that,little bigger organisation put so much layer which is not at all necessary to system work properly.And they create more noise ,which is quite distracting.As I said above ,few good tool will make the infrastucture stable along with some sensible folks.If the human is not trained enough ,it’s the duty of the leader to pour in some good information into the human ,so they do not have any illusion to work on that environment and become productive in quick time. Although I have had seen most the “Manager” failed to do that in alarming way.They just do wrong thing for right reason.

I am pretty okay with few bumps,that’s fine and that’s alerts you way ahead of time,so you can take precaution.But I am not sure how that can be measured,because every situation is different and the way to solve the problem would be quite different too(although the basic rely same..solving the problem).Educating the team members is of ultimate importance. The more informed they are more they perform well.
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Automation and Configuration Management

This is kinda core part of infrastructure management in any form. Sooner or later time will come ,when you wanted few things to be get done automatically, without much supervision. Specially when the infrastructure is growing and complexity arise. We basically want to eliminate things which are redundant to operate. Because we need to concentrate on more volatile thing within the infra more closely.

I know cron job do fine and most of the time is sufficient enough to get thing done, but beyond certain point ,we need to consider how to enhance and get thing done in proper manner. Writing tools to do the job done was the norm in open system management ,because it will allow you to do so, a rich set of inbuilt tools are come along with it. I wrote and still do write whenever I got chance to enhance. But having said that, the modern SCM (Software Configuration Managers) are quite smart (and I haven’t had hands on thing with cfengine..heck), everything else is modern ,even chef. I have had done few things with puppet and salt .Like both of them .Both has pros and cons, like other softwares. And mind you, it does require some steep learning curve, but it will be all worth, if you spend enough time to get the gory details of it or how it works internally. Most of the shops, even the cloud based projects are heavily  lean on it, because they understand the importance and flexibility  it brings onto the table. You can attend and achieve so many things with minimal fuss and rigor. While you need to be cautious at times, to monitor it that it is doing the right job, what was intended. CI (Jenkins et al) can be your friend.

Puppet is written in ruby and very flexible, purely using OOPS concepts inside it. The noticeable downside would be slow nature of work/processing. On the other hand, Saltstack is written in python, and quite flexible and extensible too. And performance wise it will probably beat puppet. That is python’s ability to interpret quickly. Anyway, you can choose whatever is your cup of tea,or the best bet for the particular environment. Now ,a little catch, I should warn, you need to be very conversant with those or have personnel at your disposal to do the job and troubleshooting if something goes wrong (sometime it will certainly). So, you been exposed to the system or the personnel exposed to those system have to have much more insight to get things back in track.

I would propose ,designate only those personnel involve in it, those who have inclination towards it,but not to someone who wanted thing done by it. As I said earlier it needs little bit steep learning curve and understanding of internals too. Not everybody has that kind of inclination towards it. You need to identify the resource from your team, or budget permit hire only those who are deep into it.

There are plenty SCM around free and proprietary. To name, Ansible is used in quite a few places and I heard it is done the job well (Again I do not have hands on with it). Anyway we need to consider the different aspect of the infrastructure requirement. What the present condition is? how it is operating? How it accomplish the work done?Once we get clear cut answer for those, then we can proceed to selecting the tool. Moreover ,we need to evaluate the tool before we recommend to the “Black Suit” wearing guy .He might come up with something which might caught us off guard. So, try not to be in that position, get as much details about the product as possible. It will surely help if you have some use cases under your sleeves.  And it would be wonderful if we can make some use case relate to the present environment with that tool.

People in general don’t like changes ,but we are trying to do thing which will change the way environment operate and perform. And we are trying to get the best out of it with some more effort. Not necessary all the time we come out winner, but we can make an effort that we can be winner most of the time. The prime effect would be two: one ,technology will win and we get boosts in our confidence and feel valued, which is very crucial and important aspect of infrastructure professional. I have had seen and realized myself that once you feel truly valued in some setup ,you can do better and helping out better with less conflict and ego. Now ,you are in position to do more and take more responsibility.

And yes, mentoring the other person next to you, will have long lasting effect .I am not sure how that can be done, because different people use different strategy to get along. To me, I am very open and straight to everyone, few don’t like, but they come to terms when they spend some time with me. Yep, that’s I am. I believe being genuine to everyone is key, they feel confident about you. I have seen few incompetent to play foul to save their arse and make thing looks rosy. If you sense it ,bust it on the but.

Say, we want to change the configure file of fleet of web server farm, and that consists of 350 servers. Doing that by hand would be ridiculous (assuming similar kind of changes has to be made to all the servers) and time consuming and error prone too. So, to eliminate those cons we need to take advantage of SCM exposed to us. It just a matter of writing once and run everywhere thing .Means, you need to define in one place and agents will in from the master server/servers to get it sync in quick time. Pretty neat and effortless (thinking in terms of writing a manual script and invoking it). And likewise you can withdraw your applied changes in almost no time.So it is big time and effort saver. Most of enterprise including cloud premier operator embrace this kind of SCM to make their fleet of servers to get particular service in specific time.

I believe all the SCM provider including puppet and Saltstack has plethora of modules available for ready to use. Just get them from the internet and modify it according your requirement. Those are all templet file  and few of them are really smart to assume the requirement too (specifically dependency related). Now, it is making our life easy and more productive. We get more chance to actually lean on the problem then thinking of something else. It is a boon to have that kind of software available for infrastructure management. And you can do many many different task accomplish with it, with minimal fuss. I believe the syntax are pretty clear and precise, thanks to the pain taken by those authors to make life easy for others.

I have had seen people in the infrastructure management doing automation for the sake of doing it. Why? there are plenty of reason, notably to show the vertical that they can do better job and “quality” jobs; expertise in that skill, in turn trying to say “elevate me” kinda statement. Most of those folks get the recipe from internet (mostly from unverified source, how do you verify that?) and plain modification. I have had seen they are not even bothering to see checksum of the download. If something creeps in ,the entire infrastructure will be at stake. And also the poor practices of doing thing (yeah, I know same result can be achieved from different way..), but certainly not in efficient way. There must be a properly and efficient way of handling it, for that before implementing that ,lot of test has to be made. Most of the time and infrastructure missing those guidelines. Let me give you a example of this kind of practice. I was in with big name ,but they are trying to get a foot hole in IT, and got a non IT client. So, they have hired me for do certain job. Now ,while in that setup I have seen people use very poor practices on open system. Instead of using key-exchange, they are using “sshpass”!!

The biggest problem here, the whole set rarely read the man page, instead they are heavily relied on google. And they might have seen it some verified  blogs and use that and nobody crosschecking. Now, if they are good enough they might have glean on the man page before doing all the nonsense. Let me give you an excerpt from the man page itself..

SECURITY CONSIDERATIONS

   First  and  foremost, users of sshpass should realize that ssh's insistance on only getting the password interactively is not without reason. It is close to impossible to securely store the password, and users of sshpass should consider whether ssh's public key authentication provides the same  end-user  experience, while involving less hassle and being more secure.

  The  -p  option  should be considered the least secure of all of sshpass's options.  All system users can see the password in the command line with a simple "ps" command. Sshpass makes a minimal attempt to hide the password, but such attempts are doomed to create race conditions  without actually  solving  the problem. Users of sshpass are encouraged to use one of the other password passing techniques, which are all more secure.

   In  particular,  people  writing  programs  that  are meant to communicate the password programatically are encouraged to use an anonymous pipe and pass the pipe's reading end to sshpass using the -d option.





So, you can see the heads up right? Does the environment had got some sort of binding to some sort of compliance to prohibit key-exchange? No. They just simply failed to realized the importance of it. See, the little things make hell lot of difference.

Because I did open source development and install tweak many many thousand of software ,so I have had the habit of reading the README or DOCUMENTATION file before I started to do anything with the software. It is always a good habit to read the important information beforehand and then jump onto it. It’s help certainly. So ,getting into that habit need sometime spend with it. Nowadays ,most people are so accustomed with search engine ,that they forgot the habit of reading the crucial piece. Because whenever they are in doubt ,they just use the search engine to find the answer, I too do,but very very limited cases ,not all the time, plus in very few specific places.





          

      

      

    

  

    
      
          
            
  
Backup and Retrieval

It would be an utmost important to understand the impact of this activity i.e. backup .We used to have specific software related to that (good old days!) ,and which will run at specific time (generally midnight) to get the backup of specified activity. Say, we want to take a backup of some application running on the specific box or we want to take the snapshot of specific image of the specific box. Nowadays ,it is become even easier ,with respect to cloud computing space it is just a matter of click!

Likewise ,we will get it back i.e. retrieval ,when things goes wrong or people dependent of specific thing get back the old form.

On GNU/Linux system plethora of backup and retrieval systems available. Not only that even the service or application specific backup can be done and retrieve with the tools come along built into the software. For instance, what is the most common way to take mysql(mariadb) dump by simply running mysqldump on specific database, you wish to take dump. Likewise, if you are interested to take backup of any specific lvm thing ,then you might consider about look into lvm snapshot feature. If you are exposed to AWS then those features are just a matter of clicks.

I have seen those big silos box in one of the famous IT organization’s DC, probably in older days other companies had too. Where all the tapes reside and at the end of the day all the tapes has to be move to off-site ,means safe place as per the policy. Not only that,I have had the experience to see that daily backup in cdrom and put into safe in some off-site (tiny organization). The bigger the infrastructure the bigger plan has to be roll out for this kind of activity and the window should be large enough.

It’s not just about taking backups, it is also essential to validate it before putting into safe place or off-site. By not doing that ,I have had come across a situation where backups had been taken but not verified, and when the bell rings ,we found out that those backups got corrupted and we have nowhere to go..o heck. Nowadays I believe all the software responsible to do involve in that kind of job, will built into that feature in it. So, we can breathe easy while retrieval the backup on emergency.

Okay, as I had work with really tiny organization where some costly or proprietary backup tool was real luxury to have. They did use the built in tool comes along with specific flavor of linux they were using or get something which is free. Yep, lot of smart people are there in open source world who writes and even smarter one who build and deploy those.

Different industry work different way. I mean they deploy workaround strategy to deal with it.I have been to different industry and I have seen quite a few, none match with other, but they all do the same work with different tools. Even the rsync ran overnight to get the content from one server to another!!





          

      

      

    

  

    
      
          
            
  
Basic understanding of Infrastructure

Understanding the environment for work is an utmost need for any person to work on infrastructure domain.

For instance, whether it is a normal physical infra or based on cloud. There is a need  of certain mind shift for working in two different environment.

Traditional DC environment is different than the “virtual Data Center” environment. Things are  different

I have had been to physical data center and virtual data center too. Operating is an undertaking in both the places (yep! You guessed it right, my lack of bend of mind) ,but somehow I float by on both the environment without much hassle.

In physical data center, you need to interact with iron boxes , watch out for the cables, configure the rack console and check for the lights on the servers front and back and take some decision based out of that!!.

While in the virtual data center, you are not so fortunate about seeing those, but the software make it simulated for those missing part, sometime it missed and sometime it hits ,depend on how the software configured and which software it is (there are plethora of that kind of software available in the market, open and closed both).

Because virtualization arrived late (although it was there for long time and people ignored it and hardware support were minimal, so never get kick off) and things have changed,people get more aware of the capabilities,started to take advantage of it.

“Cost cutting” is mandatory (buzzword????) in any IT organization’s portfolio these days and they reap benefit out of it, by opting for  virtualization. But, still some important and mission critical thing runs on physical place .And I love it; nothing like seeing an iron box in front of you ..so you can view it with your x-ray eyes and touch it.

Sometime I feel (absolutely my personal opinion), that virtual environment are little bit fragile than the physical one; probably I came from a normal DC environment to VDC environment that is why. I didn’t meant to say it is inferior or bad; but it has many more ways to fail than the physical environment.

Anyway, being in infra management, you have to be well conversant with both the environment. No other go, simple. Period.

Yes, one thing is very clear that you bound to be more lean on software to manage data center, because the underlying part i.e hardware and other stuffs are taken care by the provider you are opting for i. e Amazon, Rackspace et al.

I had have struggle (and I am not ashamed of it) that while moving to cloud I had horrid time, indeed. I still (sometime) failed to understand the terminology people are trying to describe something. Let me give you an instance, where I got confused.

I get into an environment where cloud is “mantra” and one of team or guy working on two things ,one proxy and second Nagios. I keep hearing from the people sitting close to me the HA word for both!!  I was excited; building HA for anything is very exciting, indeed. One day I was overly curious and ask one of them ;what this fuss all about HA? where is heartbeat (the software) and how it has been configured? but boy!, what I came to know that they are simply building those in two different place and using the feature of AWS auto scaling.

I am not sure, what will be the outcome; but my conventional mind jump into building conventional way of building HA, heck..

I had the good fortune to work for pretty big and good name IT giant for sometime and I saw it all. I still remember the first day; I went into DC with my manager, and I was awe-struck to see thousand of physical box in different shape (one of the shape dominating although) and size.. boy and the sound and the chillness of the place!!

Oh did I see those so called “big shots” during scheduled downtime? Those who refrain showing up all the time in the year and send some chilled and awful emails to the person down the lines, amazing persons those are, heck.

Managing geographically distributed DC or working in it is a daunting task. Specially when you are working in pretty low (o yeah not in that “big shot” role), because lot of things get hidden from you. Reason behind exactly two: you are not in the “big shot” level to know everything, forget about accessing and seeing. Second, you have been constantly told “do not assume anything”; how come? I think those who said that ,seriously deserve a f  word .Can’t help.

Now the downside. I was running some automation script and which bother some users; they  complained to me “what is your problem?” I was bit weary that time.

Working in 24/7 and 365 days schedule mar lot of your plan and commitment, but has to do. Once taken the responsibilities, you just can not bypass it, because lot of thing might depend on your action.Basically, I meant to say,  prepared for the heads up very frequent and repetitive way and pull your socks all the time; no respite.

General term: try to segregate the important thing from the masses.You can get hold of them in time of urgency. Like ,you should have information about ; where the DNS servers are located and where the NIS servers are located.

Last but not the least, you got to work with a team of people like you; so try to mingle with them genuinely and make them feel happy about you. Because they will be the one who will save your ass, when you will be in distress.

Okay, enough chit chat; lets fasten your seat belt for the ride.
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Information Management

“Information Management” means to keep the information in easily accessible format. Many company do it different manner. But ,most of the good company do it in correct manner. There must be some sort of uniform way to manage information.

I am a huge fan of wiki and try to one if it is missing from the existing framework. It will keep the team of projects in the same page for everyone. Wiki can be maintained such a fashion that ,it would be easy to read and interpret the information. And not to forgot that ,during the crucial time the information should be available at ease.

So, first thing first, installing wiki is pretty easy as compared to other thing. I have had done it,so I am going to share with you. I have deal with a wiki called “dokuwiki” and it’s pretty easy and fast to set it up and maintain.

You need go here [https://www.dokuwiki.org/dokuwiki] and pull the download from here and follow the instruction on same page on the left to install it and manage it.

Otherwise, do it by script (I did it in that fashion) although the version has changed (and you need to change the below script) ,like this :

#!/bin/bash

# an attempt to automatize packaging DokuWiki for openSUSE

  RELEASE='2009-02-14'
  NEWNAME=$(echo "$RELEASE" | tr '-' '.')
  WORKDIR='/home/bhaskar'
   NO_OF_COMP=5
  WWWDIR="$WORKDIR"

#  mkdir -p "$WORKDIR/dokuwiki/etc/apache2/conf.d"
#  mkdir -p "$WWWDIR"

    # assume the standard download location
    DLFROM='http://www.splitbrain.org/_media/projects/dokuwiki'
    DLFILE="dokuwiki-${RELEASE}.tgz"
    # and get the file
    wget -O "${WWWDIR}/dokuwiki.tgz" "${DLFROM}/${DLFILE}"

     # unpack it
  #   echo "getting into the web space"
  #   cd "$WWWDIR" || exit 17
  #   echo "extracting the file..."
  #   tar -xzf "dokuwiki.tgz"
  #   echo " remove the source..."
  #   rm "dokuwiki.tgz"

      # move it into the right place, create config dirs
   #   echo " Moving it into the right place"
   #   mv "dokuwiki-${RELEASE}" dokuwiki
   #   HTACCESSLIST=$(find "${WWWDIR}/dokuwiki" -name '\.htacc*')
   #   cd "$WORKDIR/dokuwiki/etc" || exit 18
   #   echo " creating an symbolic link for that dir"
   #   ln -s ../srv/www/htdocs/dokuwiki/conf DokuWiki

       # write config for Apache
       # delete .htaccess, move it into Apache's conf
    #   echo " delete htaccess file and move it to apache conf"
    #   cat » 'apache2/conf.d/DokuWiki.conf' ««EOT
    #   Alias /dokuwiki "/srv/www/htdocs/dokuwiki"

# «Directory "/srv/www/htdocs/dokuwiki/"»
#     Options None
#         «IfModule mod_dir.c»
#         DirectoryIndex doku.php index.html index.htm
#     «/IfModule»
#         AllowOverride All
#     Order allow,deny
#         Allow from all
# «/Directory»
#
# EOT
# for SUBDIR in $HTACCESSLIST; do
# RELDIR=${SUBDIR#${WORKDIR}/dokuwiki}
# RELDIR=${RELDIR%/.htacc*}
# echo "«Directory \"$RELDIR\"»" »» 'apache2/conf.d/DokuWiki.conf'
# cat "$SUBDIR" »» 'apache2/conf.d/DokuWiki.conf'
# echo "«/Directory»" »» 'apache2/conf.d/DokuWiki.conf'
# echo " " »» 'apache2/conf.d/DokuWiki.conf'
# rm "$SUBDIR"
# done
# dos2unix -o 'apache2/conf.d/DokuWiki.conf'
#
#
# cd "$WORKDIR" || exit 19
# tar --strip-components=$NO_OF_COMP -cf "dokuwiki-${NEWNAME}.tar" dokuwiki
# gzip "dokuwiki-${NEWNAME}.tar"





That’s it!. This will do all the things require to install in the system. Then you are suppose to access the web UI and adding pages according to the wiki style and keep it updated. Then ,share the url to everyone to read it, but allow or restrict only designated people to update it. Because it might play a huge role to maintain the infrastructure.

For instance, you might have solve a critical problem in the infrastructure, but you failed to document it in proper manner then you will be in trouble( because similar kind of problem come to infra management very often, and if the gap is more ,then chances are high that you might forget that solution..irk), so not to be fall in that trap ,a better way to put that solution in the wiki ,so in time it can get fetched from it to resolve the problem in quick time.

Another case, say ,you might be doing something very important to the infrastructure, and probably with a team, and in the team not everyone has got same wave length(you have to understand it), so it might get screwed up quick time by somebody’s mistake. Then you might get back to the pristine state by look at the road map for that particular project.

Do not trust anyone ..always validate ..where the information coming and how they are coming and who is providing that!If you do; you have a safe bet .But still we falter …to human is err.

Okay ,we might take advantage of several open source tool to keep the things in place and available in time. Like, Trac and other custom grown KB.

Next, we will discuss about problem management related to infrastructure management.





          

      

      

    

  

    
      
          
            
  
Monitoring Infrastructure

Building the infrastructure is fine, but we need to monitor it constantly for the status and it’s health. So, we can take decision on the basis of that report. And sometime we will introduce some strategy to take decision upon the status we received. Many enterprise deploy different kind of tools to measure those status and take decision out of that reports . But, at least few them generate or prone to produce some false alarm and reports based on that. So, we need to eliminate those “false positive” from the actual reports to streamlined the decision making process.

Lets get our discussion absolutely to the point , by which I mean , lets talk about some tools ,which are deployed across the enterprises . As I believe and use and advocate to use free and open source software everywhere, plus I am more accustomed with that pattern of open source; you can expect lots of suggestion based out of the information and hands on things. On the side effect of this people has to have the clear cut idea of customizing the software according to their infrastructure’s need. Now, how do you arrest the “false positives”?? There are methods available to distinguish the actual positive from the false one. One has to be keen enough to find the details and specification aware ,so it will be easy thing to deduce the fact from the result.

Now, what to monitor? I have had been an environment where I saw people monitor everything ( seeing those I conclude that they just don’t understand what they need to know) , and into some environment ,where everything is very precious , which means they know ; what exactly needed. In the second case, you are better off with eliminating lots of unnecessary noise. Knowing what you need is a big steps, in every aspect of life. Likewise , in enterprise infrastructure monitoring ; things to be monitored should very precisely described and documented.

There is no hide and seek for my liking ; I like Nagios a lot. Why? partly because of it’s flexible nature and easy customization and modularity . Of course , a great community support behind it. And I did lots of hand on stuff with it for one of my engagement with a corporation. By which I came to know lot of intricacies of it’s working and liking and disliking. But as I said earlier that some of the tools are prone to false alarm , and unfortunately Nagios is one of them. I personally ,tried to figure out doing lots of checking by hand ; because I was exposed to it, just to make sure that the result I am seeing is correct and coming from right places.

Nagios can be built from the scratch as per the requirement in hand . I did it ,by compiling from the source ,refrain from get it by package manager of the particular OS . By doing so,  I came to know how I can fine tune my built ( like every other open source software build) . But, going by package manager route give you an OS dependent way of deploying it, which sometime beneficial for the infrastructure ,but less flexible one. It’s up to you ,how you go about the job.

Let me get fair enough to other monitoring tools too. They are as good as Nagios, yep few of them; not all. Plus the overhead of configuring those tools require you to invest great deal of precious time to get it right. Am I sound too leaned towards Nagios?? Might be , but I can tell, Cacti is a wonderful tool , I had struggle a lot to get it going , but in the end it was all satisfactory.

But at the end you have to have some sort understanding about SNMP, because the underlying protocol will be that for infrastructure monitoring. Understanding the OID and MIB do help great to decide what to do with the monitoring.





          

      

      

    

  

    
      
          
            
  
Problem Management

This is the chapter which will make you aware of how problem related to infrastructure can be handled and mitigated in efficient way.

I am a kind of person, who don’t believe in stories but believe in what is actually  happening/happen thing.And strongly believe living with a bunch of people all the time that they give more “black and white” picture then distorted thing with some colorful stories. It saves my time and their too.

So, in broader sense, problem comes in bunch and go away with bunch, yep general rule of life. But, in BU, problem can be categorized in different form i.e genuine problem, created problem, arse saving problem, incompetency guard problem et al. Frankly I am not at all interested on others but the first one. Unfortunately you have to deal with others, whether you like it or not and need to take some really really drastic steps to eliminate other kinds of “cosmetic” problem from your life and focus on main problem.

Now for instance, as I have had into the BU’s infra for some organization ,so I can vouch, emergency can come once in a month or bimonthly and you can deal with it. But if it’s started to come frequently than those interval, then two things should come to your mind. One, the infrastructure needs serious kind of look up in quick time but rigorous. Second, need to evaluate the guys are operating or managing on it. No other go I believe, you just can not sit on it for long. It might explode on some undesirable time and make you look fool. So, long story short, pro-activeness is highly desirable. We generally are good on re-activeness.

Now, when you manage a team,you need to split up things as important and urgent, everybody do something special. I would prefer to do the urgent or assign someone in the team, who I can believe accomplish the task without much fuss and the important thing has to be distributed with others along with proper eta. Sound familiar? bound to be! that’s the way it works most of the places. Plus, on top of that I would preferably have someone to document the process if something new has come up. Being in charge of a team of any size, you need to understand whom to give what, pretty ordinary thing; easily figurable. By means, I need to convey that distributing the ownership between the members.

So, basically I make people accountable for what they are doing and also make sure they get due credit what they are doing. It will certainly boast their morale in turn bring more productivity and sense of responsibility. When you bestowed with that kind of honor, chances will be high to gain more than to loose.

Okay, different matrix has to taken into account of solving the problem related to infrastructure .I will nailed down to few ,absolute necessary one. Just trying to eliminate noise from the actual fact. I have had seen a bottleneck in problem solving place, that too many level of approval needs to such trivial and non significant job. Sometime it’s really irritate me that, little bigger organization put so much layer which is not at all necessary to system work properly. And they create more noise ,which is quite distracting .As I said above ,few good tool will make the infrastructure stable along with some sensible folks. If the human is not trained enough ,it’s the duty of the leader to pour in some good information into the human ,so they do not have any illusion to work on that environment and become productive in quick time. Although I have had seen most the “Manager” failed to do that in alarming way. They just do wrong thing for right reason.

I am pretty okay with few bumps, that’s fine and that’s alerts you way ahead of time ,so you can take precaution. But I am not sure how that can be measured ,because every situation is different and the way to solve the problem would be quite different too (although the basic rely same, solving the problem). Educating the team members is of ultimate importance. The more informed they are, more they perform well.





          

      

      

    

  

    
      
          
            
  
Solution Delivery

Well, we have look into the problem and how to tackle them, but providing solution to the external and as well internal stakeholders needs different set of jobs. And ultimately that counts a lot about teams performance measured by some “Black Suit” wearing fellow sitting on top.

But from technical stand point of view, we have to make sure everything in place to make the solution will be sustained one. And we might use it in the future (as I mentioned the importance of Wiki et al in chapter 3 information management). We need to organize every solution like it should look like a KB in place. It will save time and headache later  to do something useful later. Certainly help to automate things and make an enhancement lot easier.

So, different enterprise approach to the problem solving different way and few of them stand out. The solution should consists of a link to the wiki or whatever or wherever we post the steps and outcome of that particular problem. Say, the infrastructure having a perennial problem with httpd and it has been solve with some monumental efforts. That efforts should not go waste ,and should be in a proper format to concerned persons (the black suit wearing ) jerk! I have had habit of almost every thing copied from the terminal (yeah I know better method of doing thing )and at least paste on gedit or some other note taking place, if not another vim .So, later I can sort and filter out the absolutely necessary information out of it( processing of raw data) and put it into wiki or document space.

Solutions should absolutely clear and precise. Having said that I meant, it should have step by step approach whenever possible. If and only if require should go into the details explaining the cause in small vignette. Yes, you got it right ,need to write clear SOP for all the problem we faced and solved. Those SOP’s get exchanged with guy up in the verticals. But do those guys care about it ?? NOOOO, they don’t .They only care about the matrix, and they need that to asses the delivery (oh no!), yep that’s the way.

I am just providing a SOP here for reference (yeah I know few folks can write even better)

Under Monitoring Standard:

Software : Nagios

Threshold : Max and Min value

Service Under Investigation : Httpd/Apache/Apache2

Restart Procedure :

/sbin/service httpd graceful

/sbin/apachectl  graceful

Changes : With date appended with the original file along with Eng name in the same dir.

Check before Bounce: Run “pmap” on the httpd process to find out the memory maps.And must run “ipcs” to find out the resource map for the httpd process.

If and only required to kill httpd …please use “ipcrm” to killed out shared resources then go for “restart”.

Resolution Aspects:


	Config file test for httpd service




A: /usr/sbin/apachectl configtest


	Checking log files considered to be a good habit.




Tailf /var/log/httpd/access_log  and tailf /var/log/httpd/error_log

Alternatively , check for sites specific log in specific domain dir log.

Resolving: High Apache/Httpd Memory Usage

Apache can be a big memory user. Apache runs a number of ‘servers’ and shares incoming requests among them. The memory used by each server grows, especially when the web page being returned by that server includes PHP or Perl that needs to load in new libraries.It is common for each server process to use as much as 10% of a server’s memory.
To reduce the number of servers, you can edit your httpd.conf file.There are three settings to tweak: StartServers, MinSpareServers, and MaxSpareServers.Each can be reduced to a value of 1 or 2 and your server will still respond promptly, even on quite busy sites. Some distros have multiple versions of these settings depending on which process model Apache is using.In this case, the ‘prefork’ values are the ones that would need to change.
To get a rough idea of how to set the MaxClients directive, it is best to find out how much memory the largest apache thread is using. Then stop apache, check the free memory and divide that amount by the size of the apache thread found earlier. The result will be a rough guideline that can be used to further tune (up/down) the MaxClients directive

Setting “MaxRequestPerChild”  to a non-zero limit will solve some memory leakage problem; but that has to be supplied judiciously.

Say, What the MPM the server is running and how will serve the content will dictate the term for setting parameters in main config file.

How to find ALL the virtual host in shared box:

/sbin/httpd -S

How to find ALL the modules at once:

/sbin/httpd -M

How to find the MPM on running server?

/sbin/httpd -V

Tips to overcome bottleneck:


	It’s best to set StartServers and MinSpareServers to high numbers, so that if you get a high load just after the server has been restarted, the fresh servers will be ready to serve requests immediately.


	MinSpareServers and MaxSpareServers to similar (or even the same) values.


	Having MaxSpareServers close to MaxClients will completely use all of your resources (if MaxClients has been chosen to take full advantage of the resources) and make sure that at any given moment your system will be capable of responding to requests with the maximum speed (assuming that the number of concurrent requests is not higher than MaxClients—otherwise, some requests will be put on hold).


	Try to run benchmark with the apache inbuilt tool .It’s not sufficient ..but give you enough details to see where it is lagging.


	Status and Info page should be enabled.




Checkpoints too:


	Please check the docroot for changes i.e file permission change, modified file ,relocation of file inside document root.


	Please check whether httpd/Apache process is alive or not.


	The process by tools( top, vmstat)


	Find out the file open by httpd process by using system tool like i,e lsof


	Check how the user is accessing those file by a tool i.e fuser


	check the website in concern with some external site i.e  http://www.downforeveryoneorjustme.com/


	If the site has ssl connection check it by s_client from the cli to make sure it responding properly.




8)Check the website landing page response time with the below script:







#!/bin/bash
CURL=”/usr/bin/curl”
GAWK=”/usr/bin/gawk”
echo -n “Please pass the url you want to measure:  “
read url
URL=”$url”
result=$CURL -o /dev/null -s -w %{time_connect}:%{time_starttransfer}:%{time_total} $URL
echo ” Time_Connect     Time_startTransfer   Time_total “
echo $result | $GAWK -F: ‘{ print    $1”               “$2”                   “$3}’







I would like to record the failure too!!. So I can get a better insight about the problem solving. You can capture it several ways in the server itself and then send the file by mail or central location from where you can audit. One of readymade tool will be UNIX tool i.e script. It will record everything you typed at the terminal and create a file in the respective user home directory (although you can tweak it). There are many more “Enterprise way of doing that thing …which I am not too inclined to discuss.

RCA, it is big big buzzword in lesser IT driven company …I have had worked for them I know how pathetically they wrote those, full of nonsense stories; kinda red herring.

Writing an RCA require lot of insight of the system and need to get the details with proper tool and correct interpretation. It should be invigorating details of the problem cause and reader should get excited to know about the fact. Again ,NO STORIES PLEASE. There are plethora of tools  inbuilt into linux ,which can assist a great deal. What I am trying to say here is, get minimal dependency on third party tools. The more you are depend on it ,the more process get deviated from the fact. Yep, I know those tools can give you some eye candy thing ,which will satisfy the needs of “Black Suit” wearing guy; but that’s that, nothing more. You ,practically get a opaque information about the event, by the way, it does need some specific daemon to be run in the box with some arcane business license.

So, I would prefer to fuse in some tool ,while building the server/building the AMI for future work. If it is production base/or public facing ,please for heaven’s sake DO NOT INSTALL development library in it. I am just trying to close one more door to the bad guys. When the bad event happen we can capture the thing to the points.

I personally write RCA in plain text form (that is the best way I can describe the problem-solution capture). And the RCA should not be too long or filled with some boring details, but must have some pure technicalities attached to it. Most of the time ,it should be restricted to three paragraph, I believe that is good enough. O yeah, you have to pray hard that the set of people you send the thing should read and read thoroughly (because you have invested lot of invaluable time in it to figure out properly) ,barred those “Black Suite” wearing fellas ,who only rely on matrix. You should be ready to explain every details that you capture out of the problem state, if someone come back to you with good intention (you can figure that out very quickly..), so the more you understand the problem and the solution you are driving for, the better, and you can convey it to less technical people at ease. Yep, that is the thing you need to learn, practice and deliver.

Now, you must have some pure technical documentation writer at your disposal. The RCA you write, is not acceptable to the overall client and those “Black Suite” wearing fellow. The technical documentation person will take your text RCA and put it in the “Enterprise ready” format to send them to those fellas. That is the norm in the corporate. The person, should be well versed or should have enough bend of mind understand what you did, and not try to tweak/alter/break ,then put it in that format in “More” readable format for those “true lazy” fellas. You must have a session with the technical documentation expert after he/she format your RCA in that specified format, just to check nothing got distorted or deviated, what you wanted to deliver. A little bit ITIL knowledge would not harm these activities in both the sides. I am sorry, if I sound pretty “Enterprise thing” in the above. I am solely thinking of the BU infra management. But, in the open source world ,we could done it much more variant way.

Next, we will discuss the importance of automation and software configuration management.





          

      

      

    

  

    
      
          
            
  
Things to consider

We are suppose to know the underlying infrastructure, I meant to say, how the servers are organized as hardware basis and what are the network connection to those boxes. It seems it’s a kinda mandatory thing to know about it to operate in efficient manner.

Indeed, it plays important role to know where are those boxes reside, for cloud related matter it’s good to know that which zone it is in.

We have nowadays so many tools available to tell us the information about the underlying infra. In older days we used to write script to get the low level details to automate thing ,now the scope little less as more and more smart people design and architect tools to take the pain away from ordinary mundane people like us. And it helps immensely to spend your time to do actual thing ,rather wasting time to figure out where it is and how it works (yep to some extents; but still require some investigation and time to get into the gory details); but that is the curiosity part. A sensible infra person is hugely curious and conscious about what he or she is doing.

I, personally refrain from doing anything if I am not at least major part of it clear to me. Because we all know how bad the “half knowledge” is. A premature assumption can lead you nowhere and create havoc. Why get into that situation ,when you are open to operate it and abound to provide some result. No, I do not gauge people by result; it sometimes mislead you. The approach, that will make all the difference in open system (read GNU/Linux and related systems) will allow to navigate deep down. Provided you are willing to spend time with it. Okay, let me contradict it by saying that ,working in BU doesn’t always bring you the luxury of time to get deep into it. I agree. But how about your personal time and knack towards it?? Does it taken away by the job you are bound to do? If that is case ,then think about it to get on with it.

We should have an understanding of how the servers are build from ground up. I mean getting to know the hardware specs i.e how many cpu core?how much ram? how many NIC ? what about the power supply? which rack it is seated and what label on it? et al.

Those information will help immensely. I had been to a situation ,where I was asked to put the label on the iron box; for cloud you can tag it easily. Not only that, looking at different light color on the server panel gives you hint about what is going on  inside; although not necessarily that all the time it will do .You got to taken into consideration for that specific event you are working on.

Important note, nowadays everyone depends on google and other search engine; I too benefited out of that. But I grew up in a stage and era where internet was not easily available to my country. I had lean on books (yes hard cover and paperback; I still prefer them!) and peers knowledge (you might be lucky enough to get a proper person to enhance your knowledge; lot of factor involve into it).

Taken the thing to your head by yourself. I did. I do. And it takes time( because I don’t have sharp bend of mind, like you have) ,but once I get into it (which certainly has to interest me..at this age; not anymore to bound to do it situation); but doing it for the sake of love and discovery.

I am not very impress about when I have seen people with some airy-fairy ideas, talk big and nonsense. Because I have had come across people who do practice that to gain attention but false vanity .How dare I say nonsense? Because, they just don’t have any use case with them; putting ideas for the sake of doing it ,nor they have any hands on thing on that; that irk me a lot.

When you are not so lucky to know everything, like working with a cloud operator, you have to take different route to get things done. And I sometime get bemused by the fact the way things getting done. Oversimplification is a curse in cloud (or I have some mental block about it; need to figure out that). Lots of misnomer is floating out cloud place and it is very easy to get lost into it .

Why not take some time to read the spec and documentation about it then jump the gun and work on to it? I had have stumble block about it.I decided to give it a shot and read through large chunk of it( only that concern me; YMMV). And I believe I get hold on few portion of it solidly; thank god .. I did.

I have serious problem with me from long time; I can easily figure out whom to approach and whom not and what to listen and what not, most of time and it not necessarily I had have come out with positive all the time, but most of the time I was benefited out of that approach. Now, how come I distinguish that person? Intuition and gut feeling (again YMMV) .But having said that, I am not stick with a particular method or rule( I hate it like anything), am pretty open to anything fruitful.

I like people who are on my face, and I like to be called an “idiot”; if that doesn’t make sense to them whatever I propose or do. Because ,by being told idiot or similar kind of thing ,two thing come out; the person is really caring about you and wanted you to improve (I have seen some skeptic, naysayers; they are just saying it out of their habit, and I can figure it out easily, and give them back what they deserve) and you will get chance to introspect about something you stopped thinking. It helps you to become much more stronger and efficient and respectful to those who cares. And it also not allow you to live in “illusionary bubble” anymore .That’s good.

When you maintain stuff in “low” level. But not mean real low level, but to mean in the hardware level, you are supposed to be good with the vendor. They can bail you out of lot of hassle. I still remember opening up a IBM X series box and look into it excite me a lot. I was a plain watcher; my expert colleague were doing all the stuff that time.

Physical networking is utmost importance to work on data center. I generally keep a patch cable in my laptop bag most of time. And I have had seen big network experts with lot of physical tool in the data center.Blinking of light on ethernet port is crucial. Sometimes, it does blink but you failed to understand why the hell server is not responding to the network query; real thing, need to check few more places to confirm.

DO NOT REBOOT the machine for trivial reason, because it takes servers to boot little more time (some time really good time) to get it back, because lots of things getting initialized while a server boots. Second, you can fix most of the network software related stuff on the console and bouncing the service. Yep, if you are having hard luck with physical fault in the network, then chances are dooms for you .You need to get the help from the network experts. I mentioned above, a person with lots of physical tools.

OR if you still do; without understanding the impact ..please make sure your CV updated and well circulated.

Everybody knows , those fact ,who has spend enough in the corporate environment. I personally almost did that kind of mistake once; fortunately my reporting boss help me to prohibit that. When you have rack full of servers and no label on it; that might cause lots of trouble, in my case it was almost happening for that reason.

Never run any automation script without prior permission of the person who in charge of it. I did. And I was castigated by the people for ruin their job on the machine, heck. Even if you are good enough on something still it require you to be on top of it get the best out of it. I was not in that case. I made people life miserable. And the important thing,  I took the lesson in positive way. I wasn’t vigilant or informed enough to do such kind of thing on that environment. It’s not about running what you know; it’s all about how you run and why you run .

Cover your arse too! people get less chance to get on you. By saying that, whatever you do should have some checkpoint and mail related to that. And perhaps the doc related to that.In case of question raised by some “black suit wearing” person you can readily refer to that.

Linux..Linux…Linux… all I have had care all through out my endeavor and cared less other stuff (purely because of lack of bend of mind and time to think about other, but that does not include open source…) .I believe thinking in singular fashion sometime help you to achieve more then think multi-dimensional way. At least it helps me confined within one domain and help me to grow. But you can stick to whatever interest you. In this book, I will solely focus on GNU/Linux; because that the thing I am living with from long time. I love it; I hate it; I embrace it; I proliferate it; I endowed it, the list can go on and on. Whatever I learn using it over an decade and exposed to different environment doing different act.

O BTW ,managing an experience NOC team and devops demand little bit more enhanced version of yourself. I have had learned it hard way; yep indeed. Managing some egoistic human is certainly not fun. Machines are good, they do what I want; but human are blessed with EGO and that is predominant in most of us,time to time came out .But, for some people it is always the way forward; heck, t,hey seriously deserve a kick on their arse; sorry no other go.

Okay, “Your manager is always right”, is that so?? I don’t believe. The only thing separate you from your manager is exposed to more information about related matters. He/She might have gained it by some other means then she/he can, but still he/she is ahead of you.Respect them on that count. And make sure you extract out what you need from them. Most of them talks loads of rubbish; so put a filter on their verdict. They bring past event of their story into present by forgetting that this is now different.

No,I am not saying disrespect them, give them the due they deserve. Moreover who wants the story; give me your code I will figure it out myself; I don’t need your past story. Never say that on their face, react like that!, so next time they will be cautious enough to take you on. Am I ranting against the managers?? A big NO. Reread the above paragraph again. I just point out the truth and what you should do. There are lots of good and I mean genuinely good people around, who are manager, it just a tiny bit of luck you need to get bumped onto them. But, alas! you will find the bad one are outnumbered the good one; indeed. Keep your finger crossed for that and stop listening to stories.

Get yourself enough chance to fail. By acquiring more knowledge and work. Please make mistake and learn from it. Get into a discussion on IRC channel( to meet some rude guys) and in some forums (where most of the time half-cooked information shared!! except two places, Gentoo forum and Arch Linux forum), and I really like those places; people are so explicit and to the point for problem solving and they expect people come there to be explicit and clear. Am I biased? No I am not. I personally run 13 different GNU/Linux distribution in my laptop from long time and I have been to most the forums related to those.I know which is what.

Now ,the more information you gather by any means (from your manager or by interacting with knowledgeable colleague), the more chance you can get over quickly with the obstacle.

Read ,read ,read and practice ..practice ,practice; no substitution for those. I do. I am not going to give lecture on that. I learnt it by that fashion. Investing on good books can benefit you in long run. I personally have around close to 100 UNIX/Linux book in my shelve (at least went through them twice), not for the sake of collecting books and counting in the league, but to explore and know more. Nowadays it’s become even more possible and easy.

We are in a field which is constantly changing and progressing. Moreover it is a cognitive science, so the more we armed with knowledge, the more we can thrive. Now, there is a catch. Because of google everybody become experts (I have come across few; O Hell!), lot of information is not worth. You need to identify which is required and which one need to be discard. At least I have limited space my gray cell, so I discard a lot, keeping only those which will help me deduce something related I am doing /will be doing very soon. It is certainly not easy job, doing so need some sort concentration ,like the way we configure software in the servers. One silly mistake and you are in a position to missed the information for good. Sometime it might be costly to miss those. And we do miss those. After all we are human. To human is err.

Cloud…OMG cloud!!!… did I mentioned that I struggled with it initially? Yes, I had a torrid time with the terminology used by the expert cloud infra folks. Okay, somehow now I can get hold on it …although not completely. Cloud has a magnificent upside and equally has a wonderful downside too.If you are opting for it, then you need to embrace both by your hand.

It will take away the overhead of maintaining the physical data center and related stuff, like cooling, personnel et al. And it can spin up a server in very quick time, so the downtime goes for a toss.  the cons, you loose little control over the hardware and networking stuff ,which sometime not good. You will be dependent on others to provide you the underlying infra. One predominant misconception in people head is that cloud is cheap. NO it is not. Period. You got to pay for every little things, which might accumulate exceed your budget long run.

There are lots of player for cloud in the market, few of the renowned ones are openstack,cloudstack,Eucalyptus,OpenNebula.They offer services according to their strength. But ,all of them are basically good. Do not forget AWS, they are the front runner in that space. Most of them support the AWS API to get the inter-operability.

Gets your hands dirty with it (more on that later) will certainly help you  to excel in this field. I don’t know I always prefer the cli way of doing thing, probably it stuck with me from the beginning. If and only if necessary then only I can fall back on GUI. O BTW you can use ncurses based UI on the terminal itself. And there are many tools are available to do the required job. In fact , renowned distributions supply the tui version of GUI, that is good part. Because we will be working most of the time in a headless environment (headless in server term ,no X11 or GUI related stuff installed, security measure). So, get yourself accustomed to the cli, it certainly helps; moreover it is much faster than GUI (when invoked ,it will bring along plethora of thing along with it, in turn more time to get work ).Try yourself running a GUI app from the terminal, you can only see what is going on behind the scene. When you operate on server, you just can not afford that clutter your terminal, if you suppress that too, why bother invoking that, when you have alternative  available ,which is much more light wight.

Now, when you choose your OS ,give it a thought that ,are you going for 32bit (almost nobody using it now) and opt for 64bit. The architecture is almost similar with little tweak. And more space in address bus and data bus. Calling to the system call return faster. There is no visual difference between 32bit and 64bit apart from naming convention to the /lib directory. But, internally it might play huge, as I mentioned briefly in the above. Moreover you are giving yourself more chance to embrace with current proceeding in hardware front, which in turn help the server to take advantage of the underlying technological advancement.

And what more? I think I have given enough details above for the heads up.

Lets get into more technical details in the next chapter.
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Monitoring Infrastructure

Building the infrastructure is fine, but we need to monitor it constantly for the status and it’s health. So, we can take decision on the basis of that report. And sometime we will introduce some strategy to take decision upon the status we received. Many enterprise deploy different kind of tools to measure those status and take decision out of that reports . But, at least few them generate or prone to produce some false alarm and reports based on that. So, we need to eliminate those “false positive” from the actual reports to streamlined the decision making process.

Lets get our discussion absolutely to the point , by which I mean , lets talk about some tools ,which are deployed across the enterprises . As I believe and use and advocate to use free and open source software everywhere, plus I am more accustomed with that pattern of open source; you can expect lots of suggestion based out of the information and hands on things. On the side effect of this people has to have the clear cut idea of customizing the software according to their infrastructure’s need. Now, how do you arrest the “false positives”?? There are methods available to distinguish the actual positive from the false one. One has to be keen enough to find the details and specification aware ,so it will be easy thing to deduce the fact from the result.

Now, what to monitor? I have had been an environment where I saw people monitor everything ( seeing those I conclude that they just don’t understand what they need to know) , and into some environment ,where everything is very precious , which means they know ; what exactly needed. In the second case, you are better off with eliminating lots of unnecessary noise. Knowing what you need is a big steps, in every aspect of life. Likewise , in enterprise infrastructure monitoring ; things to be monitored should very precisely described and documented.

There is no hide and seek for my liking ; I like Nagios a lot. Why? partly because of it’s flexible nature and easy customization and modularity . Of course , a great community support behind it. And I did lots of hand on stuff with it for one of my engagement with a corporation. By which I came to know lot of intricacies of it’s working and liking and disliking. But as I said earlier that some of the tools are prone to false alarm , and unfortunately Nagios is one of them. I personally ,tried to figure out doing lots of checking by hand ; because I was exposed to it, just to make sure that the result I am seeing is correct and coming from right places.

Nagios can be built from the scratch as per the requirement in hand . I did it ,by compiling from the source ,refrain from get it by package manager of the particular OS . By doing so,  I came to know how I can fine tune my built ( like every other open source software build) . But, going by package manager route give you an OS dependent way of deploying it, which sometime beneficial for the infrastructure ,but less flexible one. It’s up to you ,how you go about the job.

Let me get fair enough to other monitoring tools too. They are as good as Nagios, yep few of them; not all. Plus the overhead of configuring those tools require you to invest great deal of precious time to get it right. Am I sound too leaned towards Nagios?? Might be , but I can tell, Cacti is a wonderful tool , I had struggle a lot to get it going , but in the end it was all satisfactory.

But at the end you have to have some sort understanding about SNMP, because the underlying protocol will be that for infrastructure monitoring. Understanding the OID and MIB do help great to decide what to do with the monitoring.





          

      

      

    

  

    
      
          
            
  
Problem Management

This is the chapter which will make you aware of how problem related to infrastructure can be handled and mitigated in efficient way.

I am a kind of person, who don’t believe in stories but believe in what is actually  happening/happen thing.And strongly believe living with a bunch of people all the time that they give more “black and white” picture then distorted thing with some colorful stories. It saves my time and their too.

So, in broader sense, problem comes in bunch and go away with bunch, yep general rule of life. But, in BU, problem can be categorized in different form i.e genuine problem, created problem, arse saving problem, incompetency guard problem et al. Frankly I am not at all interested on others but the first one. Unfortunately you have to deal with others, whether you like it or not and need to take some really really drastic steps to eliminate other kinds of “cosmetic” problem from your life and focus on main problem.

Now for instance, as I have had into the BU’s infra for some organization ,so I can vouch, emergency can come once in a month or bimonthly and you can deal with it. But if it’s started to come frequently than those interval, then two things should come to your mind. One, the infrastructure needs serious kind of look up in quick time but rigorous. Second, need to evaluate the guys are operating or managing on it. No other go I believe, you just can not sit on it for long. It might explode on some undesirable time and make you look fool. So, long story short, pro-activeness is highly desirable. We generally are good on re-activeness.

Now, when you manage a team,you need to split up things as important and urgent, everybody do something special. I would prefer to do the urgent or assign someone in the team, who I can believe accomplish the task without much fuss and the important thing has to be distributed with others along with proper eta. Sound familiar? bound to be! that’s the way it works most of the places. Plus, on top of that I would preferably have someone to document the process if something new has come up. Being in charge of a team of any size, you need to understand whom to give what, pretty ordinary thing; easily figurable. By means, I need to convey that distributing the ownership between the members.

So, basically I make people accountable for what they are doing and also make sure they get due credit what they are doing. It will certainly boast their morale in turn bring more productivity and sense of responsibility. When you bestowed with that kind of honor, chances will be high to gain more than to loose.

Okay, different matrix has to taken into account of solving the problem related to infrastructure .I will nailed down to few ,absolute necessary one. Just trying to eliminate noise from the actual fact. I have had seen a bottleneck in problem solving place, that too many level of approval needs to such trivial and non significant job. Sometime it’s really irritate me that, little bigger organization put so much layer which is not at all necessary to system work properly. And they create more noise ,which is quite distracting .As I said above ,few good tool will make the infrastructure stable along with some sensible folks. If the human is not trained enough ,it’s the duty of the leader to pour in some good information into the human ,so they do not have any illusion to work on that environment and become productive in quick time. Although I have had seen most the “Manager” failed to do that in alarming way. They just do wrong thing for right reason.

I am pretty okay with few bumps, that’s fine and that’s alerts you way ahead of time ,so you can take precaution. But I am not sure how that can be measured ,because every situation is different and the way to solve the problem would be quite different too (although the basic rely same, solving the problem). Educating the team members is of ultimate importance. The more informed they are, more they perform well.





          

      

      

    

  

    
      
          
            
  
Solution Delivery

Well, we have look into the problem and how to tackle them, but providing solution to the external and as well internal stakeholders needs different set of jobs. And ultimately that counts a lot about teams performance measured by some “Black Suit” wearing fellow sitting on top.

But from technical stand point of view, we have to make sure everything in place to make the solution will be sustained one. And we might use it in the future (as I mentioned the importance of Wiki et al in chapter 3 information management). We need to organize every solution like it should look like a KB in place. It will save time and headache later  to do something useful later. Certainly help to automate things and make an enhancement lot easier.

So, different enterprise approach to the problem solving different way and few of them stand out. The solution should consists of a link to the wiki or whatever or wherever we post the steps and outcome of that particular problem. Say, the infrastructure having a perennial problem with httpd and it has been solve with some monumental efforts. That efforts should not go waste ,and should be in a proper format to concerned persons (the black suit wearing ) jerk! I have had habit of almost every thing copied from the terminal (yeah I know better method of doing thing )and at least paste on gedit or some other note taking place, if not another vim .So, later I can sort and filter out the absolutely necessary information out of it( processing of raw data) and put it into wiki or document space.

Solutions should absolutely clear and precise. Having said that I meant, it should have step by step approach whenever possible. If and only if require should go into the details explaining the cause in small vignette. Yes, you got it right ,need to write clear SOP for all the problem we faced and solved. Those SOP’s get exchanged with guy up in the verticals. But do those guys care about it ?? NOOOO, they don’t .They only care about the matrix, and they need that to asses the delivery (oh no!), yep that’s the way.

I am just providing a SOP here for reference (yeah I know few folks can write even better)

Under Monitoring Standard:

Software : Nagios

Threshold : Max and Min value

Service Under Investigation : Httpd/Apache/Apache2

Restart Procedure :

/sbin/service httpd graceful

/sbin/apachectl  graceful

Changes : With date appended with the original file along with Eng name in the same dir.

Check before Bounce: Run “pmap” on the httpd process to find out the memory maps.And must run “ipcs” to find out the resource map for the httpd process.

If and only required to kill httpd …please use “ipcrm” to killed out shared resources then go for “restart”.

Resolution Aspects:


	Config file test for httpd service




A: /usr/sbin/apachectl configtest


	Checking log files considered to be a good habit.




Tailf /var/log/httpd/access_log  and tailf /var/log/httpd/error_log

Alternatively , check for sites specific log in specific domain dir log.

Resolving: High Apache/Httpd Memory Usage

Apache can be a big memory user. Apache runs a number of ‘servers’ and shares incoming requests among them. The memory used by each server grows, especially when the web page being returned by that server includes PHP or Perl that needs to load in new libraries.It is common for each server process to use as much as 10% of a server’s memory.
To reduce the number of servers, you can edit your httpd.conf file.There are three settings to tweak: StartServers, MinSpareServers, and MaxSpareServers.Each can be reduced to a value of 1 or 2 and your server will still respond promptly, even on quite busy sites. Some distros have multiple versions of these settings depending on which process model Apache is using.In this case, the ‘prefork’ values are the ones that would need to change.
To get a rough idea of how to set the MaxClients directive, it is best to find out how much memory the largest apache thread is using. Then stop apache, check the free memory and divide that amount by the size of the apache thread found earlier. The result will be a rough guideline that can be used to further tune (up/down) the MaxClients directive

Setting “MaxRequestPerChild”  to a non-zero limit will solve some memory leakage problem; but that has to be supplied judiciously.

Say, What the MPM the server is running and how will serve the content will dictate the term for setting parameters in main config file.

How to find ALL the virtual host in shared box:

/sbin/httpd -S

How to find ALL the modules at once:

/sbin/httpd -M

How to find the MPM on running server?

/sbin/httpd -V

Tips to overcome bottleneck:


	It’s best to set StartServers and MinSpareServers to high numbers, so that if you get a high load just after the server has been restarted, the fresh servers will be ready to serve requests immediately.


	MinSpareServers and MaxSpareServers to similar (or even the same) values.


	Having MaxSpareServers close to MaxClients will completely use all of your resources (if MaxClients has been chosen to take full advantage of the resources) and make sure that at any given moment your system will be capable of responding to requests with the maximum speed (assuming that the number of concurrent requests is not higher than MaxClients—otherwise, some requests will be put on hold).


	Try to run benchmark with the apache inbuilt tool .It’s not sufficient ..but give you enough details to see where it is lagging.


	Status and Info page should be enabled.




Checkpoints too:


	Please check the docroot for changes i.e file permission change, modified file ,relocation of file inside document root.


	Please check whether httpd/Apache process is alive or not.


	The process by tools( top, vmstat)


	Find out the file open by httpd process by using system tool like i,e lsof


	Check how the user is accessing those file by a tool i.e fuser


	check the website in concern with some external site i.e  http://www.downforeveryoneorjustme.com/


	If the site has ssl connection check it by s_client from the cli to make sure it responding properly.




8)Check the website landing page response time with the below script:







#!/bin/bash
CURL=”/usr/bin/curl”
GAWK=”/usr/bin/gawk”
echo -n “Please pass the url you want to measure:  “
read url
URL=”$url”
result=$CURL -o /dev/null -s -w %{time_connect}:%{time_starttransfer}:%{time_total} $URL
echo ” Time_Connect     Time_startTransfer   Time_total “
echo $result | $GAWK -F: ‘{ print    $1”               “$2”                   “$3}’







I would like to record the failure too!!. So I can get a better insight about the problem solving. You can capture it several ways in the server itself and then send the file by mail or central location from where you can audit. One of readymade tool will be UNIX tool i.e script. It will record everything you typed at the terminal and create a file in the respective user home directory (although you can tweak it). There are many more “Enterprise way of doing that thing …which I am not too inclined to discuss.

RCA, it is big big buzzword in lesser IT driven company …I have had worked for them I know how pathetically they wrote those, full of nonsense stories; kinda red herring.

Writing an RCA require lot of insight of the system and need to get the details with proper tool and correct interpretation. It should be invigorating details of the problem cause and reader should get excited to know about the fact. Again ,NO STORIES PLEASE. There are plethora of tools  inbuilt into linux ,which can assist a great deal. What I am trying to say here is, get minimal dependency on third party tools. The more you are depend on it ,the more process get deviated from the fact. Yep, I know those tools can give you some eye candy thing ,which will satisfy the needs of “Black Suit” wearing guy; but that’s that, nothing more. You ,practically get a opaque information about the event, by the way, it does need some specific daemon to be run in the box with some arcane business license.

So, I would prefer to fuse in some tool ,while building the server/building the AMI for future work. If it is production base/or public facing ,please for heaven’s sake DO NOT INSTALL development library in it. I am just trying to close one more door to the bad guys. When the bad event happen we can capture the thing to the points.

I personally write RCA in plain text form (that is the best way I can describe the problem-solution capture). And the RCA should not be too long or filled with some boring details, but must have some pure technicalities attached to it. Most of the time ,it should be restricted to three paragraph, I believe that is good enough. O yeah, you have to pray hard that the set of people you send the thing should read and read thoroughly (because you have invested lot of invaluable time in it to figure out properly) ,barred those “Black Suite” wearing fellas ,who only rely on matrix. You should be ready to explain every details that you capture out of the problem state, if someone come back to you with good intention (you can figure that out very quickly..), so the more you understand the problem and the solution you are driving for, the better, and you can convey it to less technical people at ease. Yep, that is the thing you need to learn, practice and deliver.

Now, you must have some pure technical documentation writer at your disposal. The RCA you write, is not acceptable to the overall client and those “Black Suite” wearing fellow. The technical documentation person will take your text RCA and put it in the “Enterprise ready” format to send them to those fellas. That is the norm in the corporate. The person, should be well versed or should have enough bend of mind understand what you did, and not try to tweak/alter/break ,then put it in that format in “More” readable format for those “true lazy” fellas. You must have a session with the technical documentation expert after he/she format your RCA in that specified format, just to check nothing got distorted or deviated, what you wanted to deliver. A little bit ITIL knowledge would not harm these activities in both the sides. I am sorry, if I sound pretty “Enterprise thing” in the above. I am solely thinking of the BU infra management. But, in the open source world ,we could done it much more variant way.

Next, we will discuss the importance of automation and software configuration management.





          

      

      

    

  

    
      
          
            
  
Things to consider

We are suppose to know the underlying infrastructure, I meant to say, how the servers are organized as hardware basis and what are the network connection to those boxes. It seems it’s a kinda mandatory thing to know about it to operate in efficient manner.

Indeed, it plays important role to know where are those boxes reside, for cloud related matter it’s good to know that which zone it is in.

We have nowadays so many tools available to tell us the information about the underlying infra. In older days we used to write script to get the low level details to automate thing ,now the scope little less as more and more smart people design and architect tools to take the pain away from ordinary mundane people like us. And it helps immensely to spend your time to do actual thing ,rather wasting time to figure out where it is and how it works (yep to some extents; but still require some investigation and time to get into the gory details); but that is the curiosity part. A sensible infra person is hugely curious and conscious about what he or she is doing.

I, personally refrain from doing anything if I am not at least major part of it clear to me. Because we all know how bad the “half knowledge” is. A premature assumption can lead you nowhere and create havoc. Why get into that situation ,when you are open to operate it and abound to provide some result. No, I do not gauge people by result; it sometimes mislead you. The approach, that will make all the difference in open system (read GNU/Linux and related systems) will allow to navigate deep down. Provided you are willing to spend time with it. Okay, let me contradict it by saying that ,working in BU doesn’t always bring you the luxury of time to get deep into it. I agree. But how about your personal time and knack towards it?? Does it taken away by the job you are bound to do? If that is case ,then think about it to get on with it.

We should have an understanding of how the servers are build from ground up. I mean getting to know the hardware specs i.e how many cpu core?how much ram? how many NIC ? what about the power supply? which rack it is seated and what label on it? et al.

Those information will help immensely. I had been to a situation ,where I was asked to put the label on the iron box; for cloud you can tag it easily. Not only that, looking at different light color on the server panel gives you hint about what is going on  inside; although not necessarily that all the time it will do .You got to taken into consideration for that specific event you are working on.

Important note, nowadays everyone depends on google and other search engine; I too benefited out of that. But I grew up in a stage and era where internet was not easily available to my country. I had lean on books (yes hard cover and paperback; I still prefer them!) and peers knowledge (you might be lucky enough to get a proper person to enhance your knowledge; lot of factor involve into it).

Taken the thing to your head by yourself. I did. I do. And it takes time( because I don’t have sharp bend of mind, like you have) ,but once I get into it (which certainly has to interest me..at this age; not anymore to bound to do it situation); but doing it for the sake of love and discovery.

I am not very impress about when I have seen people with some airy-fairy ideas, talk big and nonsense. Because I have had come across people who do practice that to gain attention but false vanity .How dare I say nonsense? Because, they just don’t have any use case with them; putting ideas for the sake of doing it ,nor they have any hands on thing on that; that irk me a lot.

When you are not so lucky to know everything, like working with a cloud operator, you have to take different route to get things done. And I sometime get bemused by the fact the way things getting done. Oversimplification is a curse in cloud (or I have some mental block about it; need to figure out that). Lots of misnomer is floating out cloud place and it is very easy to get lost into it .

Why not take some time to read the spec and documentation about it then jump the gun and work on to it? I had have stumble block about it.I decided to give it a shot and read through large chunk of it( only that concern me; YMMV). And I believe I get hold on few portion of it solidly; thank god .. I did.

I have serious problem with me from long time; I can easily figure out whom to approach and whom not and what to listen and what not, most of time and it not necessarily I had have come out with positive all the time, but most of the time I was benefited out of that approach. Now, how come I distinguish that person? Intuition and gut feeling (again YMMV) .But having said that, I am not stick with a particular method or rule( I hate it like anything), am pretty open to anything fruitful.

I like people who are on my face, and I like to be called an “idiot”; if that doesn’t make sense to them whatever I propose or do. Because ,by being told idiot or similar kind of thing ,two thing come out; the person is really caring about you and wanted you to improve (I have seen some skeptic, naysayers; they are just saying it out of their habit, and I can figure it out easily, and give them back what they deserve) and you will get chance to introspect about something you stopped thinking. It helps you to become much more stronger and efficient and respectful to those who cares. And it also not allow you to live in “illusionary bubble” anymore .That’s good.

When you maintain stuff in “low” level. But not mean real low level, but to mean in the hardware level, you are supposed to be good with the vendor. They can bail you out of lot of hassle. I still remember opening up a IBM X series box and look into it excite me a lot. I was a plain watcher; my expert colleague were doing all the stuff that time.

Physical networking is utmost importance to work on data center. I generally keep a patch cable in my laptop bag most of time. And I have had seen big network experts with lot of physical tool in the data center.Blinking of light on ethernet port is crucial. Sometimes, it does blink but you failed to understand why the hell server is not responding to the network query; real thing, need to check few more places to confirm.

DO NOT REBOOT the machine for trivial reason, because it takes servers to boot little more time (some time really good time) to get it back, because lots of things getting initialized while a server boots. Second, you can fix most of the network software related stuff on the console and bouncing the service. Yep, if you are having hard luck with physical fault in the network, then chances are dooms for you .You need to get the help from the network experts. I mentioned above, a person with lots of physical tools.

OR if you still do; without understanding the impact ..please make sure your CV updated and well circulated.

Everybody knows , those fact ,who has spend enough in the corporate environment. I personally almost did that kind of mistake once; fortunately my reporting boss help me to prohibit that. When you have rack full of servers and no label on it; that might cause lots of trouble, in my case it was almost happening for that reason.

Never run any automation script without prior permission of the person who in charge of it. I did. And I was castigated by the people for ruin their job on the machine, heck. Even if you are good enough on something still it require you to be on top of it get the best out of it. I was not in that case. I made people life miserable. And the important thing,  I took the lesson in positive way. I wasn’t vigilant or informed enough to do such kind of thing on that environment. It’s not about running what you know; it’s all about how you run and why you run .

Cover your arse too! people get less chance to get on you. By saying that, whatever you do should have some checkpoint and mail related to that. And perhaps the doc related to that.In case of question raised by some “black suit wearing” person you can readily refer to that.

Linux..Linux…Linux… all I have had care all through out my endeavor and cared less other stuff (purely because of lack of bend of mind and time to think about other, but that does not include open source…) .I believe thinking in singular fashion sometime help you to achieve more then think multi-dimensional way. At least it helps me confined within one domain and help me to grow. But you can stick to whatever interest you. In this book, I will solely focus on GNU/Linux; because that the thing I am living with from long time. I love it; I hate it; I embrace it; I proliferate it; I endowed it, the list can go on and on. Whatever I learn using it over an decade and exposed to different environment doing different act.

O BTW ,managing an experience NOC team and devops demand little bit more enhanced version of yourself. I have had learned it hard way; yep indeed. Managing some egoistic human is certainly not fun. Machines are good, they do what I want; but human are blessed with EGO and that is predominant in most of us,time to time came out .But, for some people it is always the way forward; heck, t,hey seriously deserve a kick on their arse; sorry no other go.

Okay, “Your manager is always right”, is that so?? I don’t believe. The only thing separate you from your manager is exposed to more information about related matters. He/She might have gained it by some other means then she/he can, but still he/she is ahead of you.Respect them on that count. And make sure you extract out what you need from them. Most of them talks loads of rubbish; so put a filter on their verdict. They bring past event of their story into present by forgetting that this is now different.

No,I am not saying disrespect them, give them the due they deserve. Moreover who wants the story; give me your code I will figure it out myself; I don’t need your past story. Never say that on their face, react like that!, so next time they will be cautious enough to take you on. Am I ranting against the managers?? A big NO. Reread the above paragraph again. I just point out the truth and what you should do. There are lots of good and I mean genuinely good people around, who are manager, it just a tiny bit of luck you need to get bumped onto them. But, alas! you will find the bad one are outnumbered the good one; indeed. Keep your finger crossed for that and stop listening to stories.

Get yourself enough chance to fail. By acquiring more knowledge and work. Please make mistake and learn from it. Get into a discussion on IRC channel( to meet some rude guys) and in some forums (where most of the time half-cooked information shared!! except two places, Gentoo forum and Arch Linux forum), and I really like those places; people are so explicit and to the point for problem solving and they expect people come there to be explicit and clear. Am I biased? No I am not. I personally run 13 different GNU/Linux distribution in my laptop from long time and I have been to most the forums related to those.I know which is what.

Now ,the more information you gather by any means (from your manager or by interacting with knowledgeable colleague), the more chance you can get over quickly with the obstacle.

Read ,read ,read and practice ..practice ,practice; no substitution for those. I do. I am not going to give lecture on that. I learnt it by that fashion. Investing on good books can benefit you in long run. I personally have around close to 100 UNIX/Linux book in my shelve (at least went through them twice), not for the sake of collecting books and counting in the league, but to explore and know more. Nowadays it’s become even more possible and easy.

We are in a field which is constantly changing and progressing. Moreover it is a cognitive science, so the more we armed with knowledge, the more we can thrive. Now, there is a catch. Because of google everybody become experts (I have come across few; O Hell!), lot of information is not worth. You need to identify which is required and which one need to be discard. At least I have limited space my gray cell, so I discard a lot, keeping only those which will help me deduce something related I am doing /will be doing very soon. It is certainly not easy job, doing so need some sort concentration ,like the way we configure software in the servers. One silly mistake and you are in a position to missed the information for good. Sometime it might be costly to miss those. And we do miss those. After all we are human. To human is err.

Cloud…OMG cloud!!!… did I mentioned that I struggled with it initially? Yes, I had a torrid time with the terminology used by the expert cloud infra folks. Okay, somehow now I can get hold on it …although not completely. Cloud has a magnificent upside and equally has a wonderful downside too.If you are opting for it, then you need to embrace both by your hand.

It will take away the overhead of maintaining the physical data center and related stuff, like cooling, personnel et al. And it can spin up a server in very quick time, so the downtime goes for a toss.  the cons, you loose little control over the hardware and networking stuff ,which sometime not good. You will be dependent on others to provide you the underlying infra. One predominant misconception in people head is that cloud is cheap. NO it is not. Period. You got to pay for every little things, which might accumulate exceed your budget long run.

There are lots of player for cloud in the market, few of the renowned ones are openstack,cloudstack,Eucalyptus,OpenNebula.They offer services according to their strength. But ,all of them are basically good. Do not forget AWS, they are the front runner in that space. Most of them support the AWS API to get the inter-operability.

Gets your hands dirty with it (more on that later) will certainly help you  to excel in this field. I don’t know I always prefer the cli way of doing thing, probably it stuck with me from the beginning. If and only if necessary then only I can fall back on GUI. O BTW you can use ncurses based UI on the terminal itself. And there are many tools are available to do the required job. In fact , renowned distributions supply the tui version of GUI, that is good part. Because we will be working most of the time in a headless environment (headless in server term ,no X11 or GUI related stuff installed, security measure). So, get yourself accustomed to the cli, it certainly helps; moreover it is much faster than GUI (when invoked ,it will bring along plethora of thing along with it, in turn more time to get work ).Try yourself running a GUI app from the terminal, you can only see what is going on behind the scene. When you operate on server, you just can not afford that clutter your terminal, if you suppress that too, why bother invoking that, when you have alternative  available ,which is much more light wight.

Now, when you choose your OS ,give it a thought that ,are you going for 32bit (almost nobody using it now) and opt for 64bit. The architecture is almost similar with little tweak. And more space in address bus and data bus. Calling to the system call return faster. There is no visual difference between 32bit and 64bit apart from naming convention to the /lib directory. But, internally it might play huge, as I mentioned briefly in the above. Moreover you are giving yourself more chance to embrace with current proceeding in hardware front, which in turn help the server to take advantage of the underlying technological advancement.

And what more? I think I have given enough details above for the heads up.

Lets get into more technical details in the next chapter.
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