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  A role for bootstrapping containers, which are a bit different from “normal machines”
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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ansible-role-umd3





Ansible Galaxy role for installing Unified Middleware Distribution


Installs the EPEL repository (Extra Packages for Enterprise Linux) for RHEL/CentOS 6.x.



Requirements


None.





Role Variables


None.





Dependencies


None.





Example Playbook


- hosts: servers
  roles:
    - { role: brucellino.repo-umd }









License





Author Information


This role was created in 2014 by Bruce Becker (@brucellino).
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


A role to deliver a minimal jenkins slave for the CODE-RADE project



Requirements


None





Role Variables


None





Dependencies


None





Example Playbook


- hosts: servers
  roles:
     - brucellino.jenkins-slave









License


Apache 2.0





Author Information


See https://github.com/AAROC/DevOps
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AAROC  Bootstrap


This is the bootstrap role for the Africa-Arabia Regional Operations Centre [http://www.africa-grid.org].
The role is intended to be used on first-time deployed machines or as a disaster recovery mechanism in order to bring managed nodes to a state wherein they can be configured with Ansible.


The role sets up the user ansible on all hosts and configures ssh keys for specific ROC staff - please be sure to change this variable if you so desire.



Requirements


Only Ansible managed nodes requirements [http://docs.ansible.com/ansible/intro_installation.html#managed-node-requirements] are needed in principle.
A few extra packages which are deemed useful to perform manual tasks are also added. These are in the role’s vars/main.yml file.





Role Variables


A bootstrap_prerequisites variable is created on a per-OS basis and used by the prerequisites.yml task to install prerequisite packages.





Dependencies


None.





Example Playbook


- hosts: newservers
  roles:
     - bootstrap









License


Apache-2.0





Author Information


@brucellino
Copyright CSIR Meraka Institute 2015.
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


A role to install glassfish application server on a machine



Requirements


none





Role Variables





Dependencies


none





Example Playbook


- hosts: servers
  roles:
     - { role: brucellino.glassfish }









License


Apache-2





Author Information
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Role Name


This is a role for deploying Discourse [http://www.discourse.org] with federated login. Discourse uses docker to run the application in a container, and has a custom script for delpoying the database and supporting services on the host machine. This script launcher is used by the role.


The SAML configuration uses DiscourseSSO [http://github.com/fmarco76/DiscourseSSO], which in turn uses the Flask [http://flask.pocoo.org/] microservice framework.



Requirements



		Apache web server with proxy to nginx inside the Discourse container


		Flask python microserver framework








Role Variables


Variables are used to tune the Rails application that runs Discourse. These are in a template, and set in the defaults/main.yml and vars/main.yml file. Please read them and set them accordingly in vars/main.yml



		db_shared_buffer_size


		unicorn_workers


		smtp_address


		smtp_port


		smtp_username








Dependencies



		dochang.ansible-role-docker








Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: discourse-servers
  roles:
     - { role: dochang.ansible-role-docker }









License


Apache 2.0





Author Information


Bruce Becker (CSIR Meraka Institute)
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ZA-TLABS README


this is the directory for various files specific to the iThemba LABS site
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Testing with Docker


sudo docker run -t -h localhost.dev -P -dns=8.8.8.8 -v $PWD:$PWD -w $PWD aaroc/site-bdii:centos6.8 ansible-playbook  -c local -i inventories/inventory.local  playbook.yml
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  This is a directory for sites to put  their files they want to share
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ZA-UCT-ICTS


These are various files which ZA-UCT-ICTS uses
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Ansible playbooks for grid services deployment


https://zenodo.org/badge/1514/AAROC/ansible-for-grid.png



Audience and content


This repository contains the ansible playbooks that are used to deploy Grid services for the
sites in the Africa-Arabia Regional Operations Centre [https://roc.africa-grid.org]. The playbooks contained in this repository are meant for once-off site deployment, as well as continued site maintenance and upgrades.


This repository is meant for site administrators of sites in the Africa-Arabia Regional Operations Centre. Anyone can use, fork or contribute to it though.







Site Deployment


These playbooks are meant to be run by the site admnistrator against a site in an initial state defined roughly as the following :



		An inventory of services reflecting that which is typically provided by a site is defined. These are:
		One Information Service: Site-BDII (Site information index)


		At least 1 Comput Service: CREAM-CE (Front-end to HPC cluster)


		At least one Worker Node


		Recommended also one Data Service: DPM-based SE (Storage Element) for local persistent storage








		Each of the hosts which will run these services must have an Operating System installed. Supported Operating Systems are dictated by the chosen release and version of middleware (see below where the Operating Level Agreement is discussed). Supported OS depend on the include Scientific Linux 5, Scientific Linux 6 and Debian 6.






Important Notes



		Architecture and distribution considerations
		Only x86_64 architecture is supported.


		Other RHEL clones, such as CEntOS should work, as long as official repositories are used.








		Networking considerations
		All hosts, except WN must have public IPv4 addresses and must have reverse DNS resolution [http://en.wikipedia.org/wiki/Reverse_DNS_lookup]


		The South African National Research Network SANREN [https://www.sanren.ac.za] runs a network monitor and testing service based on PerfSONAR PS [http://psps.perfsonar.net/]. You can optionally include a perfSONAR endpoint at your site to enable network debuging and performance testing.


		One of the biggest issues when deploying a grid site is the institutional or local firewall which does not allow communication on required ports. An effort is being made to document these ports in the ansible variables, however if problems arise, the site admin is required to check the service reference card [http://www.eu-emi.eu/products] of the respective produtcts.








		Host certificates
		All services except the BDII and User Interface required a host certificate.
		During the testing phase, it’s possible to use non-accredited certificates from a national CA developed by the ei4Africa [https://www.ei4africa.eu] project in Kenya [https://ca.kenet.or.ke/], Tanzania [https://sec.ternet.or.tz/CA/], Nigeria [https://ngca.eko-konnect.net.ng], and South Africa [https://security.sanren.ac.za]. Other CA’s may be added in due course.
		It is, however, recommended to create a Registration Authority (RA) for the site, under the EGI Catch-All Certificate Authority. See http://see-grid-ca.hellasgrid.gr/ra-setup.html


























What if I am starting from bare metal ?


These playbooks currently only provide functionality ‘from the OS up’, and make some assumptions about the initial state of the servers. We understand that there is a need as well for ‘bare metal’ deployment. For now, we make no playbooks available for that, and it’s up to the site administrator to install the base OS (whether on a physical or virtual machine). You can write to hpcforum@africa-grid.org for tips and tricks on this. Contributions to this repo are also welcome !





Supported Middleware


The default middleware expected to be deployed on AAROC sites is the Monte Bianco release [http://www.eu-emi.eu/emi-3-montebianco] of the European Middleware Initiative [http://eu-emi.eu]. The Unified Middleware Distribution [http://repository.egi.eu] is also supported.





Certification and OLA


In order to be included in production infrastructure, at any level basic critiera must be met by the site. These are referred to in the Operating Level Agreement (OLA).



Participation to external infrastructure


If your site is planning to become part of the production infrastructure for AAROC and is considering exposing resources to international Virtual Organisations supported by EGI.eu [https://www.egi.eu] then it has to undergo the site certification procedure [https://wiki.egi.eu/wiki/PROC09_Resource_Centre_Registration_and_Certification]. This implies that the site signs and accepts the site Operating Level Agreement [https://documents.egi.eu/document/31] which describes the minimum number, type and level of services required by an EGI-certified site.





Local, National or Regional participation


If your site is only serving local communities and does not need to be visible to EGI, it can forgo the EGI certification procedure and adopt a slightly-less stringent AAROC certification procedure (under development) with consquent OLA.







Assumptions taken in building these templates:


~~* Network configurations of all of the nodes is done beforehand. Firewall should be setup to deny all inbound connections except on port 22 - ssh and ntp client ports



		a user named ansible (with a home directory preferably on /ansible) exists on all nodes. The user ansible has sudo rights configured on all nodes


		on all of your nodes the packages redhat-lsb, yum-utils, vim screen, ruby are installed. A further set of required packages will be installed on a per-service basis - see the individual playbooks and handlers


		an ntp service is installed and operational within your region. All grid nodes have ntp clients configured properly~~
These are now done in the bootstrap playbook










How to use these playbooks


NOTE : THIS SECTION HAS YET TO BE COMPLETED



Site registration - manual steps


These playbooks are developed to automate as far as possible site deployment. However, there are some manual steps which have to done first.


The EGI Resource Centre integration procedure [https://wiki.egi.eu/wiki/PROC09] is a good starting point. Once you have completed the initial procedure [https://wiki.egi.eu/wiki/HOWTO01] to register your site in the GOCDB [https://goc.egi.eu/portal], you will be ready to use this code.





Quickstart guide


The basic workflow for deploying a site in the ROC using Ansible is as follows :



		Define your inventory by adding a file to the top-level directory (e.g. za-meraka.inventory)


		Define the variables for your site by adding a file in the group_vars directory (e.g. za-meraka)


		run the bootstrap and preflight test playbooks to see if you can prepare the machines properly.


		Choose the services you want to configure at your site in the main playbook (playbook.yml)


		run the playbook - this will install and configure everything necessary


		let the operations coordinator know that your site is ready and needs to be included in the GOCDB


		proceed to create the roles and tasks for your site.





A detailed guide is in each of the roles of the playbooks.
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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DevOps


This is the repository for the DevOps code which executes AAROC infrastructure. We support Ansible and Puppet.





Communicating and Collaborating.


We’re on Slack [https://africa-arabia-roc.slack.com]. Come on over if you want to hang out and work with us. If you have something you want to help on, see Contributing.md. The usual workflow [https://guides.github.com/introduction/flow/index.html] for collaboration on Github is recommended. If you want to request documentation or guides, or would like to contrbute to the more ‘meta’ aspects, discuss these things with on the forum [http://discourse.sci-gaia.eu/c/devops/].



Development Status and Roadmap


You can see the development roadmap on the project milestones. Feel free to propose new milestones based on features you would like to see.


There is a development status board at https://waffle.io/aaroc/devops, a snapshot of the current state is below.


[image: Issues Identified] [http://waffle.io/aaroc/devops]
[image: Issues Diagnosed] [http://waffle.io/aaroc/devops]
[image: Issues in Progress] [http://waffle.io/aaroc/devops]
[image: Issues Ready] [http://waffle.io/aaroc/devops]







Contributing


See CONTRIBUTING.md





Citing


[image: DOI] [http://dx.doi.org/10.5281/zenodo.11914]


We like our code so much, we put a DOI on it ! If you like it, please use it, but also cite us, so that our funders will be happy.





Getting started.



Ansible


Contribute inventory spec to Ansible/inventories/inventory.site. If your playbooks are very site-specific, create a subdirectory in Ansible/sites for your site as declared in the GOCDB and work there.





Puppet


Contribute your code to Puppet/ If your Puppet modules are site-specific, create a subdirectory in Puppet/sites for your site as declared in GOCDB and work there.







Issues


If you have questions, comments or suggestions, please open an issue and assign it the right tag.
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


This is a role to create a generic shibboleth service provider, configured to use the Apache web server.



Requirements


This role requires a host certificate for the service provider, which is not provided in the role.





Role Variables


Default variables are found in defaults/main.yml, while specific variables for this role are in vars/main.yml. Please read these carefully and set them to whatever you need. The include:



		








Dependencies


None





Example Playbook


An example playbook would use the following :


- hosts: service-providers
  roles:
     - { role: shibboleth-sp }









License


Apache 2.0





Author Information


@brucellino
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).








          

      

      

    


    
        © Copyright 2016.
      Created using Sphinx 1.3.4.
    

  

CONTRIBUTING.html


    
      Navigation


      
        		
          index


        		AAROC-DevOps latest documentation »

 
      


    


    
      
          
            
  
Contributing


This repository has been created to document and excute the configuration of e-Science services at sites in the Africa-Arabian region. That’s a big place ! We want to  be able to collate the experience and expertise of site administrators into a repository of knowledge that will enable sustainable development of distributed computing in Africa and Arabia. However, we also want to make sure that if people want to contribute, they can.


We chose github because the workflow of contibuting to repositories maintained within it is pretty standard; we don’t want to re-invent the wheel of collaboraiton. So, if you have an idea, some code lying around, or you’ve noticed some error in the way we’ve done things, please send us a pull request. Don’t be shy, we’re nice people :)





Reporting issues


If you use this code (and we want you to :smile:), we consider it a moral responsibility to help improve it. The easiest way to do this is to report issues. While we can’t guarantee support, we will do our best to respond to and close tickets that are assigned to the repo. You can do your bit by trying to stick to a few guidelines :



Opening issues



		Are you having an Ansible problem ? Please google the issue at least once and check if it has been reported before somewhere. It at all possible, provide a reference to this in your ticket. This will save us a lot of time to diagnose the issue.


		Are you reporting an issue, or commenting on the code ? Issues go here. Commenting and discussing the code can be done with us at slack [https://africa-arabia-roc.slack.com] (ask for an invite if you’re not on the team) or at the discussion forum (use the Sci-GaIA discussion forum [http://discourse.sci-gaia.eu] for now, then we’ll move on).


		Please report one and only one problem per issue. This may seem like a lot of overhead initially, but it helps us in the future to find solutions that actually work.


		If you have an actual error from an Ansible playbook, send us the full output of the relevant role.
1. Do not just send the last task, with the error - we will  need some context
2. Be sure to mention relevant variables that you may have used


		It always helps to have your inventory and group_vars along with the issue.


		Be sure that you’re using the right version of Ansible (currently v.9 or higher)








Use Markdown as it was intended.


Understanding submitted issues is not just a matter of reading some console output or log file - some context is needed. Also, plain text is not a great way to communicate emphasis or context. Github issues provides a good syntax for reporting the issues, with highlighting for many different languages.


Please use Github flavoured markdown [https://help.github.com/articles/github-flavored-markdown/] to submit issues. In particular, use the syntax highlighter to highlight code, or output on the terminal, logs, etc.


I.E :


[shell](user)~ echo hi
hi









Closing issues


It’s very important for us to know when to close issues, as well as how issues were closed.



		If you find a fix, please report it and close the issue


		Try to flag the issue as SOLVED (either by writing it in the text, or setting the issue flag)










Continuous Integration


We usually request that commits are tested before inclusion, but this can requirea fairly complicated staging environment or continuous integration service which you may not have access to. You are welcome to use the .travis.yml example in the top directory if  you’re developing services which can be tested on travis-CI [http://travis-ci.org]‘s platform. For more sophisticated testing, you may need access to a dedicated environment. Contact us to see whether we can make a cloud testbed avaiable for your use case.



Testing Playbooks


It is good practice to run a simple sanity tests on Ansible playbooks before committing:



		Use --syntax-check to check the syntax of the playbook without executing it


		Also, using the “dry-run” --check to predict changes that may take place










How to send a pull request


First of all, fork the repo to your own account and give it a meaningful name like “New role XXX” or “Puppet Manifest for Awesome Service Y”. This will make it clear to us why you are eventually requesting the pull into the main repo.



Bug fixes and production code.


This repository contains Puppet and Ansible code for instantiating production services. The master branch is where all the development happens. If you have a contribution which fixes or improves code in the master branch, by all means, send a pull request.





Experimental or unfinished code


If you want to try out something new and need this repo for code base, please create a new branch called dev and make changes to that. Pull requests should be made on the dev branch on this repo. Merges from dev to master will happen after Operations meetings.







Planning and issues


Please feel free to use the github issues to submit support requests or discuss issues. Please make sure that you mark issues accurately with the provided tags (e.g. questions should be specifically marked as such, etc.
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


This role will configure an LDAP database intended for use with a Shibboleth Identity Provider [http://shibboleth.net/products/identity-provider.html]



Requirements


None, but is used together with shibboleth-idp role.





Role Variables



		tls_cacert_dir - directory containing CA certificate files


		domain: the host domain name of the Identity provider that is being served by this LDAP backend


		organisation: the Org name of the IdP


		admin: the administrator user name


		Administrator: the Administrator group name


		idp_group: the gorup into which users who belong to the IdP are added


		user_cn: normal user common name


		user_sn: normal user surname


		user_given: normal user given name (ie, the user’s actual name)


		user_initials: initials of the user (given and surnames)


		user_email: primary email address of the user


		user_secondary_email: secondary email of the user


		user_org: Organisation to which the user belongs


		user_country: ISO code of the country from which the user comes.


		user_registered_address: the address with which the user has registered (usually the same as the primary email address). This is used as the identification token.





Other variables are OS specific (for Redhat/CentOS and Debian only at the moment).





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: identity-servers
  roles:
     -  brucellino.ldap 









License


Apache





Author Information


Part of the @AAROC organisation, developed for ei4Africa with @fmarco76
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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ansible-role-umd3





Ansible Galaxy role for installing Unified Middleware Distribution (version 3)


Installs the EPEL repository (Extra Packages for Enterprise Linux) for RHEL/CentOS 6.x.



Requirements


None.





Role Variables


None.





Dependencies


None.





Example Playbook


- hosts: servers
  roles:
    - { role: brucellino.repo-umd3 }









License





Author Information


This role was created in 2014 by Bruce Becker (@brucellino).
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


This role applies the nagios integration with slack to a nagios instance.



Requirements


This should be applied to an existing Nagios server - no prerequisite role is specified.





Role Variables



		team_domain - your team’s slack domain (no default)


		script_path - the path that will be used to save the perl script


		slack_token - the token used to communicate with the slack instance (no default)


		channel - the channel in which alerts will be posted.


		prerequisites - a list of prerequisite packages (CentOS only)








Dependencies


No Dependencies.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: slack-nagios, channel: monitoring }









License


Apache-2.0





Author Information


Bruce Becker [http://brucellino.github.io], for AAROC [http://www.africa-grid.org]
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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MySQL Server


This roles helps to install MySQL Server across RHEL and Ubuntu variants.
Apart from installing the MySQL Server, it applies basic hardening, like
securing the root account with password, and removing test databases. The role
can also be used to add databases to the MySQL server and create users in the
database. It also supports configuring the databases for replication–both
master and slave can be configured via this role.



Requirements


This role requires Ansible 1.4 or higher, and platform requirements are listed
in the metadata file.





Role Variables


The variables that can be passed to this role and a brief description about
them are as follows:


  mysql_port: 3306                 # The port for mysql server to listen
  mysql_bind_address: "0.0.0.0"    # The bind address for mysql server
  mysql_root_db_pass: foobar       # The root DB password

  # A list that has all the databases to be
  # created and their replication status:
  mysql_db:                                 
       - name: foo
         replicate: yes
       - name: bar
         replicate: no

  # A list of the mysql users to be created
  # and their password and privileges:
  mysql_users:                              
       - name: benz
         pass: foobar
         priv: "*.*:ALL"

  # If the database is replicated the users
  # to be used for replication:
  mysql_repl_user:                          
    - name: repl
      pass: foobar

  # The role of this server in replication:
  mysql_repl_role: master

  # A unique id for the mysql server (used in replication):
  mysql_db_id: 7









Examples



		Install MySQL Server and set the root password, but don’t create any
database or users.
		hosts: all
roles:
		{role: mysql, mysql_root_db_pass: foobar, mysql_db: none, mysql_users: none }














		Install MySQL Server and create 2 databases and 2 users.
		hosts: all
roles:
		{role: mysql, mysql_db: [{name: benz},
{name: benz2}],
mysql_users: [{name: ben3, pass: foobar, priv: “.:ALL”},
{name: ben2, pass: foo}] }

















Note: If users are specified and password/privileges are not specified, then
default values are set.



		Install MySQL Server and create 2 databases and 2 users and configure the
database as replication master with one database configured for replication.
		hosts: all
roles:
		{role: mysql, mysql_db: [{name: benz, replicate: yes },
{ name: benz2, replicate: no}],
mysql_users: [{name: ben3, pass: foobar, priv: “.:ALL”},
{name: ben2, pass: foo}],
mysql_repl_user: [{name: repl, pass: foobar}] }














		A fully installed/configured MySQL Server with master and slave
replication.
		hosts: master
roles:
		{role: mysql, mysql_db: [{name: benz}, {name: benz2}],
mysql_users: [{name: ben3, pass: foobar, priv: “.:ALL”},
{name: ben2, pass: foo}],
mysql_db_id: 8 }








		hosts: slave
roles:
		{role: mysql, mysql_db: none, mysql_users: none,
mysql_repl_role: slave, mysql_repl_master: vm2,
mysql_db_id: 9, mysql_repl_user: [{name: repl, pass: foobar}] }

















Note: When configuring the full replication please make sure the master is
configured via this role and the master is available in inventory and facts
have been gathered for master. The replication tasks assume the database is
new and has no data.





Dependencies


None





License


BSD





Author Information


Benno Joy
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Ansible Role: EPEL Repository


Installs the EPEL repository (Extra Packages for Enterprise Linux) for RHEL/CentOS 6.x.



Requirements


None.





Role Variables


None.





Dependencies


None.





Example Playbook


- hosts: servers
  roles:
    - { role: geerlingguy.repo-epel }









License


MIT / BSD





Author Information


This role was created in 2014 by Jeff Geerling (@geerlingguy), author of Ansible for DevOps. You can find out more about the book at http://ansiblefordevops.com/, and learn about the author at http://jeffgeerling.com/.








          

      

      

    


    
        © Copyright 2016.
      Created using Sphinx 1.3.4.
    

  

Ansible/roles/apache-web-server/README.html


    
      Navigation


      
        		
          index


        		AAROC-DevOps latest documentation »

 
      


    


    
      
          
            
  
Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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aaroc-slackbot


aaroc-slackbot is a chat bot built on the Hubot [http://hubot.github.com] framework. It was
initially generated by generator-hubot [https://github.com/github/generator-hubot], and configured to be
deployed on Heroku [http://www.heroku.com] to get you up and running as quick as possible.


This README is intended to help get you started. Definitely update and improve
to talk about your own instance, how to use and deploy, what functionality he
has, etc!



Running aaroc-slackbot Locally


You can test your hubot by running the following, however some plugins will not
behave as expected unless the environment variables they rely
upon have been set.


You can start aaroc-slackbot locally by running:


% bin/hubot






You’ll see some start up output and a prompt:


[Sat Feb 28 2015 12:38:27 GMT+0000 (GMT)] INFO Using default redis on localhost:6379
aaroc-slackbot>






Then you can interact with aaroc-slackbot by typing aaroc-slackbot help.


aaroc-slackbot> aaroc-slackbot help
aaroc-slackbot animate me <query> - The same thing as `image me`, except adds [snip]
aaroc-slackbot help - Displays all of the help commands that aaroc-slackbot knows about.
...









Configuration


A few scripts (including some installed by default) require environment
variables to be set as a simple form of configuration.


Each script should have a commented header which contains a “Configuration”
section that explains which values it requires to be placed in which variable.
When you have lots of scripts installed this process can be quite labour
intensive. The following shell command can be used as a stop gap until an
easier way to do this has been implemented.


grep -o 'hubot-[a-z0-9_-]\+' external-scripts.json | \
  xargs -n1 -I {} sh -c 'sed -n "/^# Configuration/,/^#$/ s/^/{} /p" \
      $(find node_modules/{}/ -name "*.coffee")' | \
    awk -F '#' '{ printf "%-25s %s\n", $1, $2 }'






How to set environment variables will be specific to your operating system.
Rather than recreate the various methods and best practices in achieving this,
it’s suggested that you search for a dedicated guide focused on your OS.





Scripting


An example script is included at scripts/example.coffee, so check it out to
get started, along with the Scripting Guide.


For many common tasks, there’s a good chance someone has already one to do just
the thing.





external-scripts


There will inevitably be functionality that everyone will want. Instead of
writing it yourself, you can use existing plugins.


Hubot is able to load plugins from third-party npm packages. This is the
recommended way to add functionality to your hubot. You can get a list of
available hubot plugins on npmjs.com or by using npm search:


% npm search hubot-scripts panda
NAME             DESCRIPTION                        AUTHOR DATE       VERSION KEYWORDS
hubot-pandapanda a hubot script for panda responses =missu 2014-11-30 0.9.2   hubot hubot-scripts panda
...






To use a package, check the package’s documentation, but in general it is:



		Use npm install --save to add the package to package.json and install it


		Add the package name to external-scripts.json as a double quoted string





You can review external-scripts.json to see what is included by default.



Advanced Usage


It is also possible to define external-scripts.json as an object to
explicitly specify which scripts from a package should be included. The example
below, for example, will only activate two of the six available scripts inside
the hubot-fun plugin, but all four of those in hubot-auto-deploy.


{
  "hubot-fun": [
    "crazy",
    "thanks"
  ],
  "hubot-auto-deploy": "*"
}






Be aware that not all plugins support this usage and will typically fallback
to including all scripts.







hubot-scripts


Before hubot plugin packages were adopted, most plugins were held in the
hubot-scripts [https://github.com/github/hubot-scripts] package. Some of these plugins have yet to be
migrated to their own packages. They can still be used but the setup is a bit
different.


To enable scripts from the hubot-scripts package, add the script name with
extension as a double quoted string to the hubot-scripts.json file in this
repo.





Persistence


If you are going to use the hubot-redis-brain package (strongly suggested),
you will need to add the Redis to Go addon on Heroku which requires a verified
account or you can create an account at Redis to Go [https://redistogo.com/] and manually
set the REDISTOGO_URL variable.


% heroku config:add REDISTOGO_URL="..."






If you don’t need any persistence feel free to remove the hubot-redis-brain
from external-scripts.json and you don’t need to worry about redis at all.





Adapters


Adapters are the interface to the service you want your hubot to run on, such
as Campfire or IRC. There are a number of third party adapters that the
community have contributed. Check Hubot Adapters [https://github.com/github/hubot/blob/master/docs/adapters.md] for the
available ones.


If you would like to run a non-Campfire or shell adapter you will need to add
the adapter package as a dependency to the package.json file in the
dependencies section.


Once you’ve added the dependency with npm install --save to install it you
can then run hubot with the adapter.


% bin/hubot -a <adapter>






Where <adapter> is the name of your adapter without the hubot- prefix.





Deployment


% heroku create --stack cedar
% git push heroku master






If your Heroku account has been verified you can run the following to enable
and add the Redis to Go addon to your app.


% heroku addons:add redistogo:nano






If you run into any problems, checkout Heroku’s docs [http://devcenter.heroku.com/articles/node-js].


You’ll need to edit the Procfile to set the name of your hubot.


More detailed documentation can be found on the deploying hubot onto
Heroku [https://github.com/github/hubot/blob/master/docs/deploying/heroku.md] wiki page.



Deploying to UNIX or Windows


If you would like to deploy to either a UNIX operating system or Windows.
Please check out the deploying hubot onto UNIX [https://github.com/github/hubot/blob/master/docs/deploying/unix.md] and deploying
hubot onto Windows [https://github.com/github/hubot/blob/master/docs/deploying/unix.md] wiki pages.







Campfire Variables


If you are using the Campfire adapter you will need to set some environment
variables. If not, refer to your adapter documentation for how to configure it,
links to the adapters can be found on Hubot Adapters [https://github.com/github/hubot/blob/master/docs/adapters.md].


Create a separate Campfire user for your bot and get their token from the web
UI.


% heroku config:add HUBOT_CAMPFIRE_TOKEN="..."






Get the numeric IDs of the rooms you want the bot to join, comma delimited. If
you want the bot to connect to https://mysubdomain.campfirenow.com/room/42
and https://mysubdomain.campfirenow.com/room/1024 then you’d add it like
this:


% heroku config:add HUBOT_CAMPFIRE_ROOMS="42,1024"






Add the subdomain hubot should connect to. If you web URL looks like
http://mysubdomain.campfirenow.com then you’d add it like this:


% heroku config:add HUBOT_CAMPFIRE_ACCOUNT="mysubdomain"









Restart the bot


You may want to get comfortable with heroku logs and heroku restart if
you’re having issues.
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Role Name


A brief description of the role goes here.



Requirements


Any pre-requisites that may not be covered by Ansible itself or the role should be mentioned here. For instance, if the role uses the EC2 module, it may be a good idea to mention in this section that the boto package is required.





Role Variables


A description of the settable variables for this role should go here, including any variables that are in defaults/main.yml, vars/main.yml, and any variables that can/should be set via parameters to the role. Any variables that are read from other roles and/or the global scope (ie. hostvars, group vars, etc.) should be mentioned here as well.





Dependencies


A list of other roles hosted on Galaxy should go here, plus any details in regards to parameters that may need to be set for other roles, or variables that are used from other roles.





Example Playbook


Including an example of how to use your role (for instance, with variables passed in as parameters) is always nice for users too:


- hosts: servers
  roles:
     - { role: username.rolename, x: 42 }









License


BSD





Author Information


An optional section for the role authors to include contact information, or a website (HTML is not allowed).
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Puppet


This is the top-level directory for the Puppet [http://www.puppetlabs.com] orchestration manager code for the AAROC sites.


The directory is organised into



		subdirectories for each site, which will have site-specific configuraitons and may not be fit for use at your site.


		The top-level directory may contain generic configuration which can be customised at the site-level, but should not break any particular site.
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