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cluster scheduling environments (OGE, PBS Torque, SLURM, etc.) an optional step to comply with legacy analyses, and to simplify the Asynchronous Dynamic Load Balancing (ADLB) [2] libraries to & The da’gc)low task parallelism framework has a subs.tantial
enables a workflow to be trivially portable across numerous future introduction of other variant callers (i.e. UnifiedGenotyper, manage and distribute the workflow execution on local compute ? learning curve aItPE)ou h it offers familiar control flow statements
clusters. With these features, users have an efficient and portable Samtools, or Platypus) that may require realignment. Additionally, resources (desktop/laptop), parallel computers (clusters/HPCs), and s exgressiorlws - C-I?ke syntax [6]. Interestingly, Swift/T dos
way to scale up their variant calling analyses to run in many the user is given the option to split aligned reads by chromosome distributed systems (grid/cloud). Its built-in wrappers can launch ot Su P ot DiniN betwee);m ~oolications thu?v}\//le Ut code
traditional HPC architectures. before calling variants, to speed up analysis. jobs on many common resource schedulers, such as PBS Torque, each sfep inchl)i\F/)idt?aII PP '
Cobalt, Cray/APRUN, and SLURM [5]. . ¥ FE) y: ow_level H as load balanc
https://github.com/ncsa/Swift-T-Variant-Calling Extensible Design * SV;” UT abstracts away ovg{— Ve ;onceLns SHC t.as ofat ka ancing,
. it variant-calli i The dataflow programming model of Swift/T implicitly allows for INter-process communication and synchronization or tasks
http://swift-t-variant-calling.readthedocs.io/en/latest/ The workflow was designed to be easily extensible as long as function Prog J P Y automatically through its compiler (stc) and runtime engine
inputs and outputs remain consistent. The choice of program to use for parallel execution of tasks. Statements are evaluated in parallel . y throug P f g f
Ke DESI N Pr| nC| Ies a given step is made in a function defined outside of the main logic of unless prohibited by a data dependency or resource constraints, (Tur.bme)' allowing the programmer to focus on the workflow
REy DesSIgn Frinciples the workflow. without the user needing to explicitly code parallelism or design [7].
synchronization. Within the variant calling workflow, implicit
% Modularity — Independent sections linked together @dispatch=WORKER parallelism ensures that the number of samples processed in
o . ) app (file bam) bwa_mem(X,Y,Z) { bwa mem X Y Z; } . . . :
%  Option to split by chromosome parallel is constrained only by the resources requested at runtime. Conclusion
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