

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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Contributor Covenant Code of Conduct


Our Pledge

In the interest of fostering an open and welcoming environment, we as
contributors and maintainers pledge to making participation in our project and
our community a harassment-free experience for everyone, regardless of age, body
size, disability, ethnicity, sex characteristics, gender identity and expression,
level of experience, education, socio-economic status, nationality, personal
appearance, race, religion, or sexual identity and orientation.




Our Standards

Examples of behavior that contributes to creating a positive environment
include:


	Using welcoming and inclusive language


	Being respectful of differing viewpoints and experiences


	Gracefully accepting constructive criticism


	Focusing on what is best for the community


	Showing empathy towards other community members




Examples of unacceptable behavior by participants include:


	The use of sexualized language or imagery and unwelcome sexual attention or
advances


	Trolling, insulting/derogatory comments, and personal or political attacks


	Public or private harassment


	Publishing others’ private information, such as a physical or electronic
address, without explicit permission


	Other conduct which could reasonably be considered inappropriate in a
professional setting







Our Responsibilities

Project maintainers are responsible for clarifying the standards of acceptable
behavior and are expected to take appropriate and fair corrective action in
response to any instances of unacceptable behavior.

Project maintainers have the right and responsibility to remove, edit, or
reject comments, commits, code, wiki edits, issues, and other contributions
that are not aligned to this Code of Conduct, or to ban temporarily or
permanently any contributor for other behaviors that they deem inappropriate,
threatening, offensive, or harmful.




Scope

This Code of Conduct applies both within project spaces and in public spaces
when an individual is representing the project or its community. Examples of
representing a project or community include using an official project e-mail
address, posting via an official social media account, or acting as an appointed
representative at an online or offline event. Representation of a project may be
further defined and clarified by project maintainers.




Enforcement

Instances of abusive, harassing, or otherwise unacceptable behavior may be
reported by contacting the project team at rrajcorp@gmail.com. All
complaints will be reviewed and investigated and will result in a response that
is deemed necessary and appropriate to the circumstances. The project team is
obligated to maintain confidentiality with regard to the reporter of an incident.
Further details of specific enforcement policies may be posted separately.

Project maintainers who do not follow or enforce the Code of Conduct in good
faith may face temporary or permanent repercussions as determined by other
members of the project’s leadership.




Attribution

This Code of Conduct is adapted from the Contributor Covenant [https://www.contributor-covenant.org], version 1.4,
available at https://www.contributor-covenant.org/version/1/4/code-of-conduct.html

For answers to common questions about this code of conduct, see
https://www.contributor-covenant.org/faq
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Java Deep Learning Cookbook

This is a code repository for the upcoming book “Java Deep Learning cookbook” sponsored by Packt Publishing. We use and promote deeplearning4j library for all use-cases in this book.
Official deeplearning4j version targeted in this cookbook is 1.0.0-beta3. For the same reason, some of the methods or approaches discussed in this cookbook may get deprecated in their newer versions. So, be sure to refer their latest API documentation [https://deeplearning4j.org/api/latest/]. You may use newer versions that has bug fixes and new features.

Update

Java deep learning cookbook is released on  November 8, 2019.




Build

Each chapter will have separate source folder where all examples are stored for the particular chapter. For example, if you want to import the code for chapter 2, navigate to the chapter directory first and then import the directory sourceCode/cookbook-app in your IDE. You should also see pom.xml located there.

[image: _images/3057fdec188b313c1521f8259d9b92fdb83a326f.png]cookbookworkspace


From Intellij IDE


	Navigate to the sourceCode root directory.


	Open as a Maven project and compile.







From Command Line

mvn clean install





If you face issues with Intellij being not able to detect dependencies or any workspace issues,
try running the below command:

mvn idea:idea





Delete workspace.xml under .idea directory if problem persists.






Table of Contents


	Introduction to Deep Learning in Java [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/01_Introduction_to_Deep_Learning_in_Java]


	Data Extraction, Transform and Loading [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/02_Data_Extraction_Transform_and_Loading]


	Building Deep Neural Networks for Binary classification [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/03_Building_Deep_Neural_Networks_for_Binary_classification]


	Building Convolutional Neural Networks [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/04_Building_Convolutional_Neural_Networks]


	Implementing NLP [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/05_Implementing_NLP]


	Constructing LTSM Network for time series [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/06_Constructing_LSTM_Network_for_time_series]


	Constructing LTSM Neural network for sequence classification [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/07_Constructing_LSTM_Neural_network_for_sequence_classification]


	Performing Anomaly detection on unsupervised data [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/08_Performing_Anomaly_detection_on_unsupervised_data]


	Using RL4J for Reinforcement learning [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/09_Using_RL4J_for_Reinforcement_learning]


	Developing applications in distributed environment [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/10_Developing_applications_in_distributed_environment]


	Applying Transfer Learning to network models [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/11_Applying_Transfer_Learning_to_network_models]


	Benchmarking and Neural Network Optimization [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/12_Benchmarking_and_Neural_Network_Optimization]








          

      

      

    

  

    
      
          
            
  

name: Bug report
about: Create a report to help us improve
title: ‘’
labels: ‘’
assignees: ‘’



Describe the bug
A clear and concise description of what the bug is.

To Reproduce
Steps to reproduce the behavior:


	Go to ‘…’


	Click on ‘….’


	Scroll down to ‘….’


	See error




Expected behavior
A clear and concise description of what you expected to happen.

Screenshots
If applicable, add screenshots to help explain your problem.

Desktop (please complete the following information):


	OS: [e.g. iOS]


	Browser [e.g. chrome, safari]


	Version [e.g. 22]




Smartphone (please complete the following information):


	Device: [e.g. iPhone6]


	OS: [e.g. iOS8.1]


	Browser [e.g. stock browser, safari]


	Version [e.g. 22]




Additional context
Add any other context about the problem here.



          

      

      

    

  

    
      
          
            
  
Chapter 1 : Introduction to Deep Learning in Java

We will discuss about DL4J as a distinct deep learning solution and the significance of Java deep learning library. We will also showcase required deep learning concepts in a recipe-based approach.

In this chapter, we have the following recipes:


	Determine the right network type to solve the problem [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/01_Introduction_to_Deep_Learning_in_Java/01_Determine_the_right_network_type_to_solve_the_problem]


	Determine the right activation function [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/01_Introduction_to_Deep_Learning_in_Java/02_Determine_the_right_activation_function]


	Combat overfitting problems [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/01_Introduction_to_Deep_Learning_in_Java/03_Combat_overfitting_problems]


	Determine the right batch size and learning rates [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/01_Introduction_to_Deep_Learning_in_Java/04_Determine_the_right_batch_size_and_learning_rates]


	Configuring Maven for DL4J [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/01_Introduction_to_Deep_Learning_in_Java/05_Configuring_Maven%20_for%20_DL4J]


	Configuring DL4J for GPU accelerated environment [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/01_Introduction_to_Deep_Learning_in_Java/06_Configuring_DL4J_for_GPU%20accelerated%20environment]


	Troubleshooting Installation issues [https://github.com/rahul-raj/Java-Deep-Learning-Cookbook/tree/master/01_Introduction_to_Deep_Learning_in_Java/07_Troubleshooting_Installation_issues]








          

      

      

    

  

    
      
          
            
  Although there are multiple ways to perform a single task, here are few of the commonly used network architectures for the mentioned use-cases:

| Problem  | Core Architecture |
|–|–|
| Image Classification | CNN |
| Anomaly Detection | Autoencoder |
| Time Series classification | RNN/LSTM/Computation graph
| Prediction problems on sequence data | RNN/LSTM
| Recommender Systems | RL

Note that, the optimal architectural decision can vary upon the type of data dealt with and whether it is supervised/unsupervised.


	For prediction problems with simple CSV data (non-sequential), MLP(Multilayer perceptron) would be just enough and will give best results compared to other complex architectures.  MLP is nothing but the deep neural net with an input layer and output layer and multiple hidden layers in between these two layers. Hidden layers receive input from the input layer and output layers receive input from hidden layers. If there are multiple hidden layers, each layer will take inputs from preceding hidden layer.


	Time series data or anything that involves sequential data is going to need a RNN or LSTM. RNN is optimal to handle sequential data. If we want to track long term dependencies in the data, an LSTM might be the best option. LSTM is a variant from RNN with a memory unit which is capable to hold long term dependencies.


	Anomaly detection problems involve feature analysis of each and every sample. We dont need to have labels here. We basically try to encode the data and decode it back to see the outliers in the feature. An autoencoder will be perfect fit for this purpose and lot of better variants like VAE (Variational autoencoder) are possible to construct using DL4J.


	DL4J have its on subsidiary library for reinforcement learning called RL4J. Recommender systems use reinforcement learning algorithms to solve recommendation problems. We can also feed the data in image/video/text format to a feed forward network/CNN and then generate classified actions. That is to chose the policy upon given action.






          

      

      

    

  

    
      
          
            
  Note that there are no implied rules about using an activation function at different layers. It all depends on your data and what you want to do from it. The only purpose of an activation function is to bring non-linearity in the network.

| Constraint | Activation function |
|–|–|
| Hidden layers| ReLU |
| Output layer (classification)  | Sigmoid |
| Output layer (non-classification problems) | Linear
|



          

      

      

    

  

    
      
          
            
  
Here are the most common strategies used to combat over-fitting:


	Dropouts


	L1/L2 Regularization


	Gather more data for training.


	Create more samples using data augmentation and train your network on top of it.


	Go for simple network architecture.








          

      

      

    

  

    
      
          
            
  
Lesson:

No batch size or learning rate that works well for all neural network models.




What can be done ?

Understand the data, Run multiple training sessions, Check evaluation metrics, experiment, experiment and experiment!!





          

      

      

    

  

    
      
          
            
  Add below required maven dependencies:


DL4J core:

<dependency>  
 <groupId>org.deeplearning4j</groupId>  
 <artifactId>deeplearning4j-core</artifactId>  
 <version>1.0.0-beta3</version>  
</dependency>








ND4J:

<dependency>  
 <groupId>org.nd4j</groupId>  
 <artifactId>nd4j-native-platform</artifactId>  
 <version>1.0.0-beta3</version>  
</dependency>








More details in cookbook.





          

      

      

    

  

    
      
          
            
  
DL4J dependencies for GPU powered hardware

ND4J dependency for CUDA:

<dependency>  
 <groupId>org.nd4j</groupId>  
 <artifactId>nd4j-cuda-9.2</artifactId>  
 <version>1.0.0-beta3</version>  
</dependency>





DL4J CUDA dependency:

<dependency>  
 <groupId>org.deeplearning4j</groupId>  
 <artifactId>deeplearning4j-cuda-9.2</artifactId>  
 <version>1.0.0-beta3</version>  
</dependency>









          

      

      

    

  

    
      
          
            
  
	For GPU hardware, make sure necessary configuration in place. Verify components (such as CUDA) are properly installed and configured.


	Make sure necessary dependencies are downloaded and present in your local maven repository.


	Make sure logging is enabled and configured to capture any runtime errors due to corrupted installations.






          

      

      

    

  

    
      
          
            
  
Chapter 2 : Data Extraction, Transform and Loading

 
 
 


Instructions

Navigate to sourceCode/cookbook-app directory and import pom.xml

There are multiple DataVec examples in this project demonstrating DataVec features







          

      

      

    

  

    
      
          
            
  
Chapter 3 : Building Deep Neural Networks for Binary classification

In this chapter, you will be creating a deep neural network to perform binary classification on customer churn dataset.
 
 
 


Instructions

Navigate to sourceCode directory and you will see two directories:


	cookbookapp


	spring-dl4j




For complete implementation on customer churn prediction, import the maven project: cookbookapp. For DL4J Spring integration example, import the maven project:
spring-dl4j







          

      

      

    

  

    
      
          
            
  
Chapter 4 : Building Convolutional Neural Networks

In this chapter, you will be creating a convolutional neural network to perform basic imagenet classification.

 
 
 


Instructions

Navigate to sourceCode directory and you will see two directories:


	cookbookapp


	spring-dl4j




 

For complete implementation on customer churn prediction, import the maven project: cookbookapp. For DL4J Spring integration example, import the maven project:
spring-dl4j

 
 

You may use the dataset (dataset.zip) included in this directory or use on your own by following the instructions in cookbook.







          

      

      

    

  

    
      
          
            
  
Chapter 5 : Implementing NLP

In this chapter, you will learn how to develop NLP applications using DL4J.
 
 


Instructions


	Navigate to sourceCode/cookbookapp directory and import the project using pom.xml file.


	All the examples for chapter 5 are included in cookbookapp project.


	Datasets can be located in resources directory apart from the ones that need to be downloaded. For more clarifications, refer to the cookbook instructions.










          

      

      

    

  

    
      
          
            
  
Chapter 6 : Constructing LSTM Network for time series

In this chapter, you will learn how to develop LSTM neural network for time series application with single-class output using DL4J.
 
 


Instructions


	Navigate to sourceCode/cookbookapp-lstm-time-series directory and import the project using pom.xml file.


	We use PhysioNet Dataset for the time series application.










          

      

      

    

  

    
      
          
            
  
Chapter 7 : Constructing LSTM Neural network for sequence classification

In this chapter, you will learn how to develop LSTM neural network for time series application on a UCI synthetic control dataset with multi-class output using DL4J.
 


Instructions


	Navigate to sourceCode/cookbookapp directory and import the project using pom.xml file.


	We use UCI synthetic control Dataset for the time series application.










          

      

      

    

  

    
      
          
            
  
Chapter 8 : Performing Anomaly detection on unsupervised data

In this chapter, you will learn how to develop an unsupervised anomaly detection application using DL4J.
 


Instructions


	Navigate to sourceCode/cookbook-app directory and import the project using pom.xml file.


	We use MNIST Dataset for the unsupervised anomaly detection example.










          

      

      

    

  

    
      
          
            
  
Chapter 9 : Using RL4J for Reinforcement learning

In this chapter, you will learn how to develop a reinforcement learning agent that can learn to play the Malmo game using RL4J.
 


Instructions


	Navigate to sourceCode/cookbookapp directory and import the project using pom.xml file.


	As a pre-requisite, Project Malmo needs to be installed and configured in your system. Follow the detailed instructions mentioned in the cookbook.










          

      

      

    

  

    
      
          
            
  
Chapter 10 : Developing applications in distributed environment

In this chapter, you will learn how to develop distributed deep learning applications using DL4J.
 


Instructions


	Navigate to sourceCode/cookbookapp directory and import the project using pom.xml file.


	TinyImageNet dataset is used in distributed deep learning example discussed in this chapter.










          

      

      

    

  

    
      
          
            
  
Chapter 11 : Applying Transfer Learning to network models

In this chapter, you will learn how to apply transfer learning to DL4J applications.
 


Instructions


	Navigate to sourceCode/cookbookapp directory and import the project using pom.xml file.


	Customer churn dataset is required for the example “TransferLearnChurnExample”.  It is already included in resources directory.










          

      

      

    

  

    
      
          
            
  
Chapter 12 : Benchmarking and Neural Network Optimization

In this chapter, you will learn various benchmarking approaches and neural network optimization techniques that can be applied to your deep learning application.
 


Instructions


	Navigate to sourceCode/cookbookapp directory and import the project using pom.xml file.


	Two examples are included in this chapter: one for the hyperparameter optimization and another for Arbiter visualization.
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