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Ophidia v. 0.10.3


Ophidia is a research project on big data analytics for eScience. It provides a framework for parallel I/O and data analysis, an array-based storage model and a hierarchical storage organization to partition and distribute multidimensional scientific datasets. Since the storage model does not rely on any scientific dataset file format, it can be exploited in different scientific domains and with very heterogeneous sets of data


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


Highlights of the new features, improvements, bug fixes provided with this release:



		ophidia-primitives [https://github.com/indigo-dc/ophidia-primitives/blob/master/HISTORY.md]:
		Fixed: bug in core function of oph_dump


		Added: several warnings when building








		ophidia-analytics-framework [https://github.com/indigo-dc/ophidia-analytics-framework/blob/master/HISTORY.md]:
		Fixed: several warnings when building


		Added: support for selection statement








		ophidia-server [https://github.com/indigo-dc/ophidia-server/blob/master/HISTORY.md]:
		Fixed: some bug in massive operation handler


		Fixed: several warnings when building


		Added: code coverage check


		Added: unit tests


		Added: support for selection statement


		Changed: code indentation style


		Changed: library ‘known operators’ to improve modularity








		ophidia-terminal [https://github.com/indigo-dc/ophidia-terminal/blob/master/HISTORY.md]:
		Fixed: several warnings when building


		Added: OPH_IF: graphical support for OPH_IF











Supported Platforms



		CentOS7, Ubuntu14.04









List of RfCs


Please see the commits for each of the components:



		https://github.com/indigo-dc/ophidia-primitives/commits/v0.10.3


		https://github.com/indigo-dc/ophidia-analytics-framework/commits/v0.10.3


		https://github.com/indigo-dc/ophidia-server/commits/v0.10.3


		https://github.com/indigo-dc/ophidia-terminal













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide please follow the instructions present in the Ophidia Admin Guide [http://ophidia.cmcc.it/documentation/admin/index.html]



		installation and configuration can be done also using ansible-role-ophidia-all [https://github.com/indigo-dc/ansible-role-ophidia-all]











Known Issues



		N/A











List of Artifacts


Packages:



		Ubuntu 14.04
		ophidia-analytics-framework_0.10.3-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-analytics-framework_0.10.3-0_amd64.deb]


		ophidia-primitives_0.10.3-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-primitives_0.10.3-0_amd64.deb]


		ophidia-server_0.10.3-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-server_0.10.3-0_amd64.deb]


		ophidia-terminal_0.10.3-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-terminal_0.10.3-0_amd64.deb]








		CentOS 7
		ophidia-analytics-framework-0.10.3-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-analytics-framework-0.10.3-0.el7.centos.x86_64.rpm]


		ophidia-primitives-0.10.3-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-primitives-0.10.3-0.el7.centos.x86_64.rpm]


		ophidia-server-0.10.3-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-server-0.10.3-0.el7.centos.x86_64.rpm]


		ophidia-terminal-0.10.3-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-terminal-0.10.3-0.el7.centos.x86_64.rpm]



















Documentation



		Ophidia GitBook [https://www.gitbook.com/book/indigo-dc/ophidia/details]











Support



		ophidia-info@lists.cmcc.it

or


		INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Mesos Cluster


Summary:



		Release Notes
		What’s new


		Components


		Ansible Roles


		Support















Release Notes


The INDIGO-DataCloud PaaS relies on Apache Mesos [http://mesos.apache.org/] for:



		managed service deployment


		user applications execution





The instantiation of the high-available Mesos cluster is managed by the INDIGO Orchestrator [https://www.gitbook.com/book/indigo-dc/orchestrator/details] in a fully automated way as soon as a user request described by a TOSCA template is submitted. Once the cluster is up and running, it can be re-used for successive requests.


Mesos is able to manage cluster resources (cpu, mem) providing isolation and sharing across distributed applications (frameworks)


Marathon [https://mesosphere.github.io/marathon/] and Chronos [https://mesos.github.io/chronos/] are two powerful frameworks that can be deployed on top of a Mesos Cluster.


Sophisticated two-level scheduling and efficient resource isolation are the key-features of the Mesos middleware that are exploited in the INDIGO PaaS, in order to run different workloads (long-running services, batch jobs, etc) on the same resources while preserving isolation and prioritizing their execution.


INDIGO PaaS uses:



		Marathon to deploy, monitor and scale Long-Running services, ensuring that they are always up and running.


		Chronos to run user applications (jobs), taking care of fetching input data, handling dependencies among jobs, rescheduling failed jobs.











What’s New



Features



		Automatic deployment through Ansible recipes embedded in TOSCA and HOT templates
		All the services run in docker containers;








		High-availability of the cluster components:
		Leader election among master nodes managed by Zookeeper;


		HA Load-balancing;
-Service discovery through Consul that provides also DNS functionality and health checks;


		services are automatically registered in Consul as soon as they are deployed on the cluster








		The external access to the deployed services is ensured through load-balancers in HA (unique entrypoint: cluster Virtual IP)


		Cluster elasticity and application auto-scaling through CLUES plugin








INDIGO achievements



		Ansible roles and TOSCA templates [https://github.com/indigo-dc/tosca-templates/blob/master/mesos_cluster.yaml] for cluster set-up featuring high-availability, service-discovery and load-balancing;


		Integration with the INDIGO Orchestrator [https://www.gitbook.com/book/indigo-dc/orchestrator/details]
		Job submission and service deployment requests are described through TOSCA templates








		Definition of custom TOSCA types [https://github.com/indigo-dc/tosca-types/blob/master/custom_types.yaml#L506] for describing Chronos jobs and Marathon application


		Cluster elasticity through EC3/CLUES [https://github.com/indigo-dc/clues-indigo] plugin


		Zabbix monitoring probes [https://github.com/indigo-dc/Monitoring] for Mesos, Marathon and Chronos;











Components


The core components are:



		Consul [http://consul.io] for service discovery


		Mesos [http://mesos.apache.org] cluster manager for efficient resource isolation and sharing across distributed services


		Chronos [https://mesos.github.io/chronos/] a distributed task scheduler


		Marathon [https://mesosphere.github.io/marathon] for cluster management of long running containerized services


		Docker [http://docker.io] container runtime


		mesos-consul [https://github.com/CiscoCloud/mesos-consul] populating Consul service discovery with Mesos tasks


		marathon-consul [https://github.com/CiscoCloud/marathon-consul] bridging Marathon information to Consul KV


		haproxy-consul [https://github.com/CiscoCloud/haproxy-consul] for dynamic haproxy configuration using Consul





These components are distributed on the cluster nodes as shown in the diagram below.


[image: alt mesoscluster]



		Master nodes
		On every master node the following (dockerized) components run: zookeeper, mesos master, consul server, marathon, chronos








		Slave nodes
		On every slave node the following (dockerized) components run: mesos slave, consul agent








		Load-balancers
		On the two load-balancers the following (dockerized) components run: keepalived and haproxy-consul. keepalived ensures the high-availability of the load-balancer managing the cluster Virtual IP.

















Ansible roles


The following roles are available in Ansible Galaxy:



		indigo-dc.zookeeper:
		source: https://github.com/indigo-dc/ansible-role-zookeeper








		indigo-dc.consul:
		source: https://github.com/indigo-dc/ansible-role-consul








		indigo-dc.mesos:
		source: https://github.com/indigo-dc/ansible-role-mesos








		indigo-dc.chronos:
		source: https://github.com/indigo-dc/ansible-role-chronos








		indigo-dc.marathon:
-source: https://github.com/indigo-dc/ansible-role-marathon


		indigo-dc.haproxy-consul:
		source: https://github.com/indigo-dc/ansible-role-haproxy-consul








		indigo-dc.keepalived:
		source: https://github.com/indigo-dc/ansible-role-keepalived











These ansible roles can be installed through ansible-galaxy command: ansible-galaxy install indigo-dc.rolename








Releases


| Release  | Component version |
| ————- | ————- |
| indigo_1  | Mesos 0.28.0 
 Marathon 1.1.1 
 Chronos 2.4.0 |










References



		Apache mesos
		Web site: http://mesos.apache.org/


		Documentation: http://mesos.apache.org/documentation/latest/


		Releases: http://mesos.apache.org/downloads/


		Code repo: https://github.com/apache/mesos


		Issue Tracker: https://issues.apache.org/jira/browse/MESOS








		Marathon
		Web site: https://mesosphere.github.io/marathon/


		Documentation: https://mesosphere.github.io/marathon/docs/


		Releases: https://github.com/mesosphere/marathon/releases


		Code repo: https://github.com/mesosphere/marathon


		Issue Tracker: https://github.com/mesosphere/marathon/issues








		Chronos
		Web site: https://mesos.github.io/chronos/


		Documentation: https://mesos.github.io/chronos/docs/


		Releases: https://github.com/mesos/chronos/releases


		Code repo: https://github.com/mesos/chronos


		Issue tracker: https://github.com/mesos/chronos/issues















Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Accounting v. 1.0.0-1


Summary:
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Release Notes






What’s new



		First release of the APEL REST interface









List of RfCs


GitHub issues:



		https://github.com/apel/rest/issues





and  INDIGO-DC SQA (internal tasks)



		https://project.indigo-datacloud.eu/work_packages/3230


		https://project.indigo-datacloud.eu/work_packages/3269













Deployment Notes



		Please see detailed Instalation & Configuration Guide [https://indigo-dc.gitbooks.io/accounting/content/]











Known Issues



		N/A











List of Artifacts


Docker Container:



		indigodatacloud/accounting:indigo_1 [https://hub.docker.com/r/indigodatacloud/accounting/]





Third-Party dependencies:



		Accounting Collectors - OpenNebula:

		oneacct-export-0.2.6-1.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/third-party/oneacct-export-0.2.6-1.x86_64.rpm]


		oneacct-export_0.2.6-1_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/third-party/binary-amd64/oneacct-export_0.2.6-1_amd64.deb]








		Accounting Collectors - OpenStack
		caso_0.3.2.orig.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/caso_0.3.2.orig.tar.gz]


		caso_0.3.2-1ubuntu2_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/third-party/binary-amd64/caso_0.3.2-1ubuntu2_all.deb]



















Documentation



		Developer guide [https://indigo-dc.gitbooks.io/accounting/content/doc/developer.html]


		Deployment and Administration guide [https://indigo-dc.gitbooks.io/accounting/content/doc/admin.html]


		Service Reference Card [https://indigo-dc.gitbooks.io/accounting/content/doc/admin.html]


		User guide [https://indigo-dc.gitbooks.io/accounting/content/doc/user.html]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Token Translation Service & Client


The Token Translation Service (TTS) offers an easy way to self service credentials by the users. The TTS was necessary to develop for cases when OpenId Connect serves as the only source for authorization and identification. Therefore, the TTS bridges the gap between services that do not support OpenId Connect and the OpenId Connect provider.


Summary:



		Updates
		TTS v. 0.4.0 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/first_update_of_indigo-1.html#tts] 









		Release Notes v. v0.2.2
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


TTS is a complete new product, so all features are new.
Created in the course of the TTS was OIDCC, a new officially listed Erlang library for OpenId Connect:



		https://github.com/indigo-dc/oidcc


		https://openid.net/developers/libraries/





OIDCC follows also the RFC 6749, 7519


Supported Platforms:



		Centos 7


		Ubuntu14.04









List of RfCs



		N/A













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7


$ yum clean all


$ yum install tts





		On Ubuntu 14.04 - after setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:


$ apt-get update


$ apt-get install tts





		More details regarding the installation and configuration can be found in the TTS Deployment And Administration Guide [https://indigo-dc.gitbooks.io/token-translation-service/content/admin.html]














Known Issues



		N/A











List of Artifacts


Packages:



		Centos 7: tts-0.2.2-1.el7.centos.x86_64.rpm


		Ubuntu14.04: tts_0.2.2-1_amd64.deb













Documentation



		TTS on GitBook [https://indigo-dc.gitbooks.io/token-translation-service/content/]
		User Guide [https://indigo-dc.gitbooks.io/token-translation-service/content/user.html]

















Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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OpenStack Identity Authentication Library v. 2.10.0


OpenStack Identity Authentication Library - Keystoneauth - provides a standard way to do authentication and service requests within the OpenStack ecosystem. It is designed for use in conjunction with the existing OpenStack clients and for simplifying the process of writing new clients.


The version release in INDIGO-1 adds support for INDIGO AAI developments


This package contains tools for authenticating to an OpenStack-based cloud. These tools include:



		Authentication plugins (password, token, and federation based)


		Discovery mechanisms to determine API version support


		A session that is used to maintain client settings across requests (based on the requests Python library)





Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes
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		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


This library implements all the Keystone authentication libraries.



		Refactored and fixed the whole OpenID Connect support
		patches have been sent upstream [1 [https://review.openstack.org/#/q/project:openstack/keystoneauth+owner:%22Alvaro+Lopez+Garcia+%253Caloga%2540ifca.unican.es%253E%22]]








		Currently there is support for two OpenID Connect grant types (password
and authorization code) as well as the reusal of an existing
access_token (so three different auth plugins)


		Please see also the details included in UPSTREAM CHANGELOG [http://docs.openstack.org/developer/keystoneauth/history.html#id1]







List of RfCs



		https://bugs.launchpad.net/keystoneauth













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install python2-keystoneauth1



		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install python3-keystoneauth1

or 

$ apt-get install python-keystoneauth1












Known Issues



		see list of unsolved bugs at https://bugs.launchpad.net/keystoneauth











List of Artifacts


Packages:



		CentOS 7
		python2-keystoneauth1-2.10.1-0.el7.centos.noarch.rpm








		Ubuntu 14.04
		python3-keystoneauth1_2.10.0-indigo1_all.deb


		python-keystoneauth1_2.10.0-indigo1_all.deb


		python-keystoneauth1-doc_2.10.0-indigo1_all.deb


		python-keystoneauth1_2.10.0-indigo1.debian.tar.xz


		python-keystoneauth1_2.10.0-indigo1.dsc


		python-keystoneauth1_2.10.0.orig.tar.gz

















Documentation



		GitHub README [https://github.com/indigo-dc/keystoneauth/blob/master/README.rst]


		Official OpenStack Identity Authentication Library Documentation [http://docs.openstack.org/developer/keystoneauth/]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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First Update of INDIGO-1


The First Update of INDIGO-1 release contains:



		CDMI v. 0.2


		CloudInfoProvider v. 0.9.3


		FutureGateway:
		fgAPIServer v0.0.4


		APIServerDaemon v0.0.4


		PortalSetup v0.0.3








		LiferayIAM v. 1.1


		TTS v. 0.4.0






[bookmark: cdmi]CDMI v. 0.2



What’s new



		Improving the CDMI specification compliance, fixing authentication and file-system issues








List of RfCs



		Issue 63 [https://github.com/indigo-dc/CDMI/issues/63]: Querying for capability of a file with invalid Bearer token work - incorrect behavior


		Issue 62 [https://github.com/indigo-dc/CDMI/issues/62]: Querying for capability with an invalid token works - incorrect behaviour


		Issue 56 [https://github.com/indigo-dc/CDMI/issues/56]: NPE on querying capabilities of a file, when file not in the root directory


		Issue 55 [https://github.com/indigo-dc/CDMI/issues/55]: NPE on querying the capability of a dataobject when it has been uploaded through an out of band mechanism


		Issue 54 [https://github.com/indigo-dc/CDMI/issues/54]: Changing capability on a data object without querying for its capabilities first returns some JSON (possibly incorrect behavior)


		Issue 53 [https://github.com/indigo-dc/CDMI/issues/53]: Changing Capability of an Object returns 409 Conflict


		Issue 52: Incorrect JSON returned on querying capability


		Issue 51 [https://github.com/indigo-dc/CDMI/issues/51]: AccessDeniedExceptions on clean startup of CDMI server


		Issue 50 [https://github.com/indigo-dc/CDMI/issues/50]: Children not found on querying capabilities with dCacheStorageBackend


		Issue 49 [https://github.com/indigo-dc/CDMI/issues/49]: Null Pointer Exception on getting the current capability of a file or directory


		Issue 38 [https://github.com/indigo-dc/CDMI/issues/38]: Reopened: Incorrect response when Unauthorised expected


		Issue 33 [https://github.com/indigo-dc/CDMI/issues/33]: Incorrect response when Unauthorised expected








Installation & Configuration



		In order to perform an update please carefully read the instructions available in the CDMI-QoS Deployment and Administration Guide [https://indigo-dc.gitbooks.io/cdmi-qos/content/doc/administrator.html]








Artefacts



		CentOS 7
		cdmi-server-0.2-1.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/cdmi-server-0.2-1.x86_64.rpm]








		Ubuntu 14.04
		cdmi-server-0.2_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/cdmi-server-0.2_all.deb]








		Docker Container:
		indigodatacloud/cdmi:indigo_1 [https://hub.docker.com/r/indigodatacloud/cdmi/tags/]
















[bookmark: cip]CloudInfoProvider v. 0.9.3



What’s new



		Implement cleaning of obsolete images from CMDB, fix OpenStack provider deprecation warnings and vebose output, fix and improve LDIF output, python3 support, testing and documentation.








List of RfCs



		send-to-cmdb can now delete obsolete images from the CMDB


		Re-enable and fix support of LDIF output using Mako templates


		Fix OpenStack deprecation warning


		Improve python 3 support and testing


		Improved and Updated documentation








Installation & Configuration



		A complete update of the node hosting the service can to be done using the system package manager, no manual intervention needed:

		For CentOS 7:

yum clean all && yum update



		For Ubuntu 14:04:

apt-get update && apt-get upgrade









		In order to update just the cloud-info-provider:

		For CentOS 7:

yum clean all && yum update cloud-info-provider-indigo



		For Ubuntu 14:04:

apt-get update && apt-get install -V python-cloud-info-provider-indigo









		For more info please read the Deployment & Administration Guide [https://indigo-dc.gitbooks.io/cloud-info-provider/content/doc/admin.html]








Artefacts



		CentOS7
		cloud-info-provider-indigo-0.9.3-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/cloud-info-provider-indigo-0.9.3-1.el7.centos.noarch.rpm]








		Ubuntu14.04
		python-cloud-info-provider-indigo_0.9.3_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-cloud-info-provider-indigo_0.9.3_all.deb]
















[bookmark: fg]FutureGateway



[bookmark: fgas]fgAPIServer v0.0.4



What’s new



		Aligned LiferayIAM answers to the latest version


		Fixed little bug DELETE task


		Fix when using default user (No mapping in PTV)








Installation & Configuration



		To update fgAPIServer, just extract its code from the tarball placing it into $FGLOCATION, paying attention to do not overwrite any configuration file. Once new files are available, restart fgapiserver.py scipt in the screen section or restart the web server in case the front-end uses wsgi to execute.








Artefacts



		CentOS7
		fgAPIServer-v0.0.4.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/fgAPIServer-v0.0.4.tar.gz]








		Ubuntu14.04
		fgAPIServer-v0.0.4.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/fgAPIServer-v0.0.4.tar.gz]
















[bookmark: fgasd]APIServerDaemon v0.0.4



What’s new



		Fix on WAITING tasks


		Including runtime_data while deleting task


		Adding resource info in ToscaIDC executor interface (token)








Installation & Configuration



		To update APIServerDaemon, rename the existing $FGLOCATION/APIServerDaemon directory, extract its new code from the tarball make a full copy of the direcrtory web/WEB-INF/lib to the new APIServerDaemon dir. Execute and all and generate the new war file. Copy the war file into $CATALINA_HOME/webapps and check the log file $CATALINA_HOME/logs/catalina.log for successful deployment.








Artefacts



		APIServerDaemon-v0.0.4.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/APIServerDaemon-v0.0.4.tar.gz]


		Ubuntu14.04
		APIServerDaemon-v0.0.4.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/APIServerDaemon-v0.0.4.tar.gz]
















[bookmark: fgps]PortalSetup v0.0.3



What’s new



		fgSetup.sh can be configured to extract a fixed release


		Included fgSetup.sh script pointing to the latest available release








Installation & Configuration



		Just extract new files from the tarball








Artefacts



		PortalSetup-v0.0.3.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/PortalSetup-v0.0.3.tar.gz]


		Ubuntu14.04
		PortalSetup-v0.0.3.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/PortalSetup-v0.0.3.tar.gz]


















[bookmark: li]LiferayIAM v. 1.1



What’s new



		This release improve the token validation. With this release the validation is not limited to the token obtained during the login and/or the refresh but also to token obtained by different applications. The change simplify the integration with mobile applications which can get the token from IAM.








List of RfCs



		Issue-5 [https://github.com/indigo-dc/LiferayIAM/issues/5] - token validation








Installation & Configuration



		To upgrade a Liferay the package has to be installed as the first time. The only difference is that custom values will not be overwritten.


		More information can be found in the Administration Guide [https://indigo-dc.gitbooks.io/liferay-iam-connector/content/doc/admin.html]








Artefacts



		CentOS 7
		LiferayIAM-binary-v1.1.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/tgz/LiferayIAM-binary-v1.1.tgz]








		Ubuntu14.04
		LiferayIAM-binary-v1.1.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/LiferayIAM-binary-v1.1.tgz]
















[bookmark: tts]TTS v. 0.4.0



What’s new



		Several new features like new plugins (basic x509 & info), configurable OpenID Connect scopes per provider, updated documentation, several minor improvements and bug fixes








List of RfCs



		New Features:
		Basic X.509 CA: a new plugin that sets up a self-signed basic CA


		Issue-150 [https://github.com/indigo-dc/tts/issues/150] - Info Plugin, showing the information provided by the OpenId Connect Provider, this is mostly useful for developers of plugins, but might also interesting for users to see which informations the TTS receives about them.


		Issue - 132 [https://github.com/indigo-dc/tts/issues/132] - Configurable OpenID Connect scopes per provider: to be able to request as little information as possible per provider, yet more when needed


		Issue-105 [https://github.com/indigo-dc/tts/issues/105] - Updated to the latest OpenId Connect library OIDCC: the library now handles the complete login process, the TTS just gets a success or failed message


		Issue-156 [https://github.com/indigo-dc/tts/issues/156] - Updated/Enhanced Documentation


		Issue-106 [https://github.com/indigo-dc/tts/issues/106]Internal Refactor to increase test coverage and code reusability








		Minor Improvements:
		Issue-128 [https://github.com/indigo-dc/tts/issues/128] - creation time now in RFC1132 format


		Issue-160 [https://github.com/indigo-dc/tts/issues/160] - enforce content type on REST interface


		Issue-161 [https://github.com/indigo-dc/tts/issues/161] - store credentials for the REST interface only a certain amount of time and then automatically delete them








		Bugs Fixed:
		Issue-130 [https://github.com/indigo-dc/tts/issues/130],Issue-138 [https://github.com/indigo-dc/tts/issues/138] - basic-idh had an issue in the default configuration


		Issue-135 [https://github.com/indigo-dc/tts/issues/135], Issue-140 [https://github.com/indigo-dc/tts/issues/140] - idh-single-user had issues with different providers, caused by local user cache














Installation & Configuration


Upgrading the TTS from version 0.2.2 to 0.4.0 is straight forward. As the configuration files are compatible the only actions to do are:



		stop the TTS:   tts stop


		install the new package


		start the newly installed TTS: tts start








Artefacts



		CentOS 7
		tts-0.4.0-1.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/tts-0.4.0-1.el7.centos.x86_64.rpm]








		Ubuntu 14.04
		tts_0.4.0-1_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/tts_0.4.0-1_amd64.deb]








		Docker Container:
		indigodatacloud/cdmi:indigo_1 [https://hub.docker.com/r/indigodatacloud/cdmi/tags/]
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Orchestrator


This is the Orchestrator of the PaaS layer, a core component of the INDIGO - DataCloud project. It receives high-level deployment requests and coordinates the deployment process over the CMFs and Mesos.


Summary:



		Updates
		Orchestrator v. 1.1.0-FINAL [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#orchestrator]


		Orchestrator v. 1.2.0-FINAL [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/third_update_of_indigo-1.html#orchestrator]


		Orchestrator v. 1.2.1-FINAL [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/sixth_update_of_indigo-1.html#orchestrator]








		Release Notes v. 1.0.0
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes v. 1.0.0






What’s new


This is the first release o the Orchestrator.



		features:
		Support for the Data Location Scheduling (OneData)


		Support for Configuration Database for the IaaS Resources


		Cloud Provider choice (SLAM, CMDB, Monitoring, CPR integration)


		Ranking of the resources via Cloud Provider Ranker


		Implement AAI support and IM authentication relay


		Use selected Cloud Provider for deploy/update/undeploy


		Image ID substitution in TOSCA template (to support multiple CP








		changes:
		Removed OneDock-specific authentication








		fixes:
		TOSCA: required inputs with default value not handled correctly


		Provider choice override for Chronos single provider












		More details can be found in the [CHANGELOG](New product. The changelog can be found at https://github.com/indigo-dc/orchestrator/blob/v1.0.0-FINAL/CHANGELOG.md)





Supported Platforms:



		The orchestrator can run on all the platforms that support the execution of Docker containers or Wildfly 9









List of RfCs



		See [CHANGELOG](New product. The changelog can be found at https://github.com/indigo-dc/orchestrator/blob/v1.0.0-FINAL/CHANGELOG.md) for a complete list of solved issues













Deployment Notes



		The reference on how to build the code, the docker container and how to run it is available at https://github.com/indigo-dc/orchestrator/blob/releases/1-0-stable/README.md


		











Known Issues



		The issues are tracked at https://github.com/indigo-dc/orchestrator/issues











List of Artifacts


Docker Container:



		indigodatacloud/orchestrator:indigo_1 [https://hub.docker.com/r/indigodatacloud/orchestrator/]













Documentation



		Orchestrator on GitBook [https://www.gitbook.com/book/indigo-dc/orchestrator/details]


		Other documentation:
		REST API doc [http://indigo-dc.github.io/orchestrator/restdocs/]


		JAVA API doc [http://indigo-dc.github.io/orchestrator/apidocs/]

















Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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CDMI Server


INDIGO-DataCloud CDMI Server with QoS:



		This project provides the official reference implementation of the SNIA Cloud Data Management Interface (CDMI), an ISO standard, and also a Spring Boot application port of the SNIA CDMI-Server.


		The CDMI server has been extended to support Quality-of-Service (QoS) and Data Life-cycle (DLC) operations for multiple storage back-ends like dCache, Ceph, GPFS, Gemss+TSM, StoRM and HPSS.


		the service offers improved QoS capabilities of storage resources.
		a better support of high-level storage requirements such as flexible allocation of disk or tape storage space and support for data life cycle. This is an enhancement also with respect to what is currently available in public clouds, such as Amazon Glacier and Google Cloud Storage.











Summary:



		Updates
		CDMI v. 1.1 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#cdmi]


		CDMI v. 0.2 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/first_update_of_indigo-1.html#cdmi]









		Release Notes v. 0.1
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes v. 0.1






What’s new


Highlights of the features provided in the INDIGO-1 release:



		Manage objects/files via CDMI that were uploaded via OneData (or any
other transfer mechanism)


		Request storage quality of objects/files


		Simulate backend tape system storage (Data and QoS)


		Support backend object storage system (QoS)





Supported platforms:



		all with Java >= 1.8, tested on Ubuntu 14.04, Ubuntu 16.04, CentOS 7









List of RfCs



		https://github.com/indigo-dc/CDMI/issues













Deployment Notes


Build from source with maven



		https://indigo-dc.gitbooks.io/cdmi-qos/content/doc/building_from_sources.html





Install via packages: cdmi-server-0.1.deb, cdmi-server-0.1-1.x86_64.rpm



		https://indigo-dc.gitbooks.io/cdmi-qos/content/doc/installing_cdmi-qos.html





Run with Docker



		https://indigo-dc.gitbooks.io/cdmi-qos/content/doc/running_cdmi-qos_as_a_docker_container.html











Known Issues



		N/A











List of Artifacts


Packages



		cdmi-server-1.0-2.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/base/cdmi-server-1.0-2.noarch.rpm]


		cdmi-server-0.1.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/binary-amd64/cdmi-server-0.1.deb]













Documentation



		INDIGO-DataCloud CDMI Server with QoS - Overview [https://indigo-dc.gitbooks.io/cdmi-qos/content/]


		Developers Guide [https://indigo-dc.gitbooks.io/cdmi-qos/content/doc/developer.html]


		Deployment Guide [https://indigo-dc.gitbooks.io/cdmi-qos/content/doc/administrator.html]


		User Guide [https://indigo-dc.gitbooks.io/cdmi-qos/content/doc/user.html]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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dCache v. 2.16.7


The goal of dCache project is to provide a system for storing and retrieving huge amounts of data, distributed among a large number of heterogenous server nodes, under a single virtual filesystem tree with a variety of standard access methods. Depending on the Persistency Model, dCache provides methods for exchanging data with backend (tertiary) Storage Systems as well as space management, pool attraction, dataset replication, hot spot determination and recovery from disk or node failures. Connected to a tertiary storage system, the cache simulates unlimited direct access storage space. Data exchanges to and from the underlying HSM are performed automatically and invisibly to the user. Beside HEP specific protocols, data in dCache can be accessed via NFSv4.1 (pNFS) as well as through WebDav.


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


Highlights of changes for INDIGO - DataCloud project:



		dCache 2.16.6
		dcache-restful-api: RestfulAPI for QoS(CDMI) CHANGE current QoS for the specified file
		Users can query Qos for file objects. The current release provides rest-api call to change QoS for files.














		dCache 2.16.5
		FRONTEND
		Users can query existing Quality of Services, for example, storage requirements such as flexible allocation of disk or tape storage space. Possibility to query QoS for the specified file object.








		dcache-restful-api:
		fix data type for cdmi_geographic_placement


		RestfulAPI for QoS(CDMI) get current QoS for the specified file


		RestfulAPI for QoS(CDMI)


		make exception and error handling resful














		dCache 2.16.3
		webdav: avoid NPE if client fails to send a User-Agent header


		build: add code-coverage reports
		A code coverage profile was added to the build system to check the coverage of our unit tests. The coverage analysis uses JaCoCo as the technical foundation.








		WEBDAV
		There are WebDAV clients that do not send a User-Agent header along with their requests.


		dCache’s WebDAV code has been updated to avoid NullPointerExceptions occuring in those cases.














		dCache 2.16.2
		REST-api: fix permission denied.


		webdav: Fix error reporting when client is unauthorized
		Until now, trying to access a file for which the client was not authorized would generate a reply with a status code 200 OK, but an empty body, rather than an error page. This patch corrects that behaviour and also improves exception handling for that case.














		dCache 2.16
		Pin manager database backend was rewritten
		The pinmanager database backend was rewritten to no longer use the DataNucleus ORM. Minor schema changes are applied during upgrade. Upon downgrade these schema changes must be rolled back using the dcache database rollbackToDate command.








		Added caching of gPlazma mappings in webdav service
		The WebDAV service now caches gPlazma mappings. See webdav.service.gplazma.cache.size and webdav.service.gplazma.cache.timeout for the new configuration properties.








		Generic gPlazma mapping plugin
		A new generic mapping plugin (multimap) was added to gPlazma. It allows mappings from any principal to multiple other principals. Currently only dn, oidc, username, uid, gid, kerberos, email principals are supported

















Supported platforms:



		CentOS 7 and higher, Scientific Linux 7 and higher, Ubuntu 14.04 and higher









List of RfCs



		N/A













Deployment Notes



		Classical package-based installation, see Installing dCache book [https://www.dcache.org/manuals/Book-2.16/start/in-fhs.shtml]











Known Issues



		N/A











List of Artifacts


Packages:



		dcache_2.16.7-1_all.deb


		dcache-2.16.6-1.noarch.rpm













Documentation



		dCache Gitbook [https://www.gitbook.com/book/indigo-dc/dcache/details]











Support



		E-mail support is available via support@dcache.org, and a mailing list for discussions amongst users (with the developers participating) is at user-forum@dcache.org.


		GGUS unit: dCache Support [https://wiki.egi.eu/wiki/GGUS:DCache_Support_FAQ]


		You can also use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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ONEDock


ONEDock project intends to provide support for OpenNebula to create Docker containers and deliver them to the end user as if they were Virtual Machines.


Summary:



		Updates
		ONEdock v. 1.0-2 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#onedock]
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Release Notes






What’s new


Highlights on the improvements, new features and/or important fixes:



		Feature parity with respect to VMs within OpenNebula
		Included support for volumes (used for contextualization)


		Fully functional from API, CLI, and GUI (SunStone)











Supported Platforms:



		CentOS 7 and Ubuntu 14.04









List of RfCs










Deployment Notes



		Ansible Playbook (https://github.com/indigo-dc/onedock/tree/master/ansible)


		Packages for Ubuntu 14.04 and CentOS 7


		For more details see ONEDock Installation Wiki [https://github.com/indigo-dc/onedock/wiki/Installation]











Known Issues



		N/A











Documentation



		ONEDock GitBook [https://www.gitbook.com/book/indigo-dc/onedock]











List of Artifacts


Packages:



		For CentOS 7: onedock-master-1.0-1.noarch.rpm, onedock-node-1.0-1.noarch.rpm


		For Ubuntu 14.04:  onedock_1.0-1_master.deb, onedock_1.0-1_node.deb











Support



		Support via GitHub issues: https://github.com/indigo-dc/onedock/issues


		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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OpenStack OCCI Interface


OOI is an implementation of the Open Cloud Computing Interface (OCCI) [http://www.occi-wg.org/] for OpenStack [http://openstack.org].


Summary:



		Updates
		OOI v. 0.3.2 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#ooi]








		Release Notes v. 0.3.1-1
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Release Notes






What’s new


Highlights of changes as present in the commits description [https://github.com/indigo-dc/ooi/commits/0.3.1]:



		fix nova <-> OCCI state mapping


		fix state transitions for OCCI actions


		Add support for SSH key injection


		Handle multiple content-types into one header field


		Catch exception if image is not found when showing a server


		Support linking storage on compute creation


		do not access token info to obtain tenant


		Solved OCCI validation using osnetwork mixin


		





Ssupported Platforms:



		CentOS 7, Ubuntu 14.04


		OpenStack (Kilo onwards)









List of RfCs



		https://launchpad.net/ooi


		https://bugs.launchpad.net/ooi


		https://blueprints.launchpad.net/ooi













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install python-ooi



		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install python-ooi



		More details are available in the 0.3.1 Installation Guide [http://ooi.readthedocs.io/en/stable/user/installation.html]











Known Issues



		N/A











List of Artifacts


Packages:



		python-ooi_0.3.1-1_all.deb


		python-ooi-0.3.1-1.el7.centos.noarch.rpm













Documentation



		OOI GitBook [https://indigo-dc.gitbooks.io/ooi/content/]











Support



		https://blueprints.launchpad.net/ooi


		INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]











          

      

      

    


    
        © Copyright .
      Created using Sphinx 1.3.5.
    

  

indigo1/heat-translator1.html


    
      Navigation


      
        		
          index


        		Python  documentation »

 
      


    


    
      
          
            
  
HEAT-translator


Heat-Translator is an Openstack project, with contributions through the INDIGO - DataCloud project, licensed under Apache 2.



		It is a command line tool which takes non-Heat templates as an input and produces a Heat Orchestration Template (HOT) which can be deployed by Heat. Currently the development and testing is done with an aim to translate OASIS Topology and Orchestration Specification for Cloud Applications (TOSCA) templates to HOT. However, the tool is designed to be easily extended to use with any format other than TOSCA.





Summary:



		Updates
		HEAT-translator v. indigo-1.1 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#ht]








		Release Notes v. 0.5.1
		What’s new
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		Support









Release Notes






What’s new


Highlights of the INDIGO-1 Release [https://github.com/MatMaul/heat-translator/releases]:



		commits/indigo-1 [https://github.com/MatMaul/heat-translator/commits/indigo-1]
		Retrieve the network name through the neutron API


		Fix images matching algo (exact match favored compared to partial match)


		Handle interfaces directly defined on a TOSCA Compute node


		Fully implements the semantic of get_* functions :


		handle optional capability/requirement parameter


		handle optional nested property / index


		Implements get_operation_output function


		Handle artifacts defining a Ansible Galaxy role











Supported Platforms:



		Tested with centos7+rdo and ubuntu14.04+ppa:mitaka-testing.









List of RfCs



		Bugs: https://bugs.launchpad.net/heat-translator













Deployment Notes



		Details on how to use the Heat Translator can be found at doc/source/usage.rst [https://github.com/openstack/heat-translator/blob/master/doc/source/usage.rst]











Known Issues



		N/A











List of Artifacts


Packages:



		heat-translator-0.5.1.dev37-1.noarch.rpm


		python-heat-translator_0.5.1.dev37-1_all.deb













Documentation



		Documentation: http://docs.openstack.org/developer/heat-translator/


		Launchpad: https://launchpad.net/heat-translator


		Blueprints: https://blueprints.launchpad.net/heat-translator











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]


		IRC Channel: #openstack-heat-translator
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Extended OpenStack and OpenNebula Functionalities



		Improved scheduling for allocation of resources by popular open source Cloud platforms, i.e. OpenStack and OpenNebula.





		Enhancements will address both better scheduling algorithms and support for spot-instances. 









		We will also support dynamic partitioning of resources among “traditional batch systems” and Cloud infrastructures (for some LRMS).





		Support for standards in IaaS resource orchestration engines through the use of the TOSCA standard.





		This overcomes the portability and usability problem that ways of orchestrating resources in Cloud computing frameworks widely differ among each other.





		Improved IaaS orchestration capabilities for popular open source Cloud platforms, i.e. OpenStack and OpenNebula.





		Enhancements will include the development of custom TOSCA templates to facilitate resource orchestration for end users, increased scalability of deployed resources and support of orchestration capabilities for OpenNebula.












Components:



		OpenStack support for INDIGO developments (AAI, preemptible instances, etc.)
		OpenStack preemptible instances support (OpenStack Preemptible Instances Extensions)


		OpenStack support for INDIGO AAI
		OpenStack Identity Authentication Library support for INDIGO AAI developments


		Keystone AAI support














		Docker driver for OpenStack Nova


		Heat-Translator tool is aimed to translate non-heat templates to OpenStack Heat Orchestration Template (HOT)


		Docker support for OpenNebula


		Sync between INDIGO Docker-hub, ONEDock and nova-docker


		OpenStack Client & Nova Client









Installation and Configuration


After setting the INDIGO-DC repositories as explained in the
Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install opie

or

$ yum install python2-keystoneauth1 

or 

$ yum install python-nova-docker

or

$ yum install python2-novaclient or $ yum install python-openstackclient

or 

$ yum install indigo-dc-reposync



		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install opie

or

$ apt-get install python3-keystoneauth1 or $ apt-get install python-keystoneauth1

or

$ apt-get install python-nova-docker 

or 

$ apt-get install python-novaclient or $ apt-get install python-openstackclient

or 

$ apt-get install reposync


		For more details regarding individual services configuration please follow the links above for the respective components
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OpenStack Client v. 3.0.0.dev278-indigo6


OpenStackClient (aka OSC) is a command-line client for OpenStack that brings the command set for Compute, Identity, Image, Object Store and Block Storage APIs together in a single shell with a uniform command structure.


The primary goal is to provide a unified shell command structure and a common language to describe operations in OpenStack.


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


This version adds OpenStack support for INDIGO developments (AAI, preemptible instances, etc.)


Supported Platforms:



		CentOS7, Ubuntu 14.04, OpenStack Liberty









List of RfCs



		https://bugs.launchpad.net/python-openstackclient













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install python-openstackclient


		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install python-openstackclient





For configuration please follow the “Configuration section in the GitHub Documentation [https://github.com/indigo-dc/python-openstackclient/blob/3.0.0.dev278/README.rst]








Known Issues



		N/A











List of Artifacts


packages:



		python-openstackclient-3.0.0.dev278-0indigo.el7.centos.noarch.rpm


		python-openstackclient_3.0.0.dev278-indigo6_all.deb


		python-openstackclient-doc_3.0.0.dev278-indigo6_all.deb













Documentation



		Online Documentation [http://docs.openstack.org/developer/python-openstackclient/]


		[Launchpad project](Launchpad project)


		Blueprints [https://blueprints.launchpad.net/python-openstackclient] - feature specifications











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]

or


		https://bugs.launchpad.net/python-openstackclient
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CloudProviderRanker v. 0.4.2-1


CloudProviderRanker is a standalone REST WEB Service which ranks cloud providers basing on rules implemented with the Drools framework [http://drools.org/]


The CloudProviderRanker checks if preferences have been specified; if they have, then they have absolute priority over any other provider’s information (like monitoring data).


If preferences are not specified, for each provider the rank is calculated as sum of SLA’s rank and a combination of monitoring data, each of them conveniently normalized with weight specified in a Ranker’s configuration file.


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


This is the first release of the service offering



		Experimental basic ranking algorithm
		ranking based, first of all, on user’s priorities then based on monitoring data if missing priorities








		support for plain and SSL http connection


		zero configuration stand alone http server (no tomcat/JBoss container required)


		embedded jar file provided (all dependencies, but JDK, are included in the provided jar)


		required JDK >= 1.8.0 (resolved as dependency by package installation)


		Dockerfile for container build


		yaml file for deployment in Kubernetes cluster





Supported platforms



		Any Linux operating system supporting JRE >= 1.8 (CentOS, Ubuntu, etc.)









List of RfCs



		N/A













Deployment Notes



		Provided RPM and DEB packages.


		Both provide /etc/init.d/cloudproviderranker start/stop script.


		Installation of RPM also starts the service; de-installation stops the service





After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install CloudProviderRanker



		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install CloudProviderRanker


		More details regarding the installation and configuration can be found in the CloudProviderRanker Deployment And Administration Guide [https://indigo-dc.gitbooks.io/cloud-provider-ranker/content/chapter1.html]











Known Issues



		N/A











List of Artifacts


Packages



		CloudProviderRanker-0.4.2-1.deb


		CloudProviderRanker-0.4.2-1_1.noarch.rpm





Docker Container



		indigodatacloud/cloudproviderranker:indigo_1 [https://hub.docker.com/r/indigodatacloud/cloudproviderranker/]













Documentation



		CloudProviderRanker GitBook [https://www.gitbook.com/book/indigo-dc/cloud-provider-ranker/details]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Data Solutions


The INDIGO - DataCloud project  provides a complete set of data-related features that includes:



		Distributed Data Federation through several protocols, in order to support both legacy application and advanced standard interfaces such as CDMI or just simple web interfaces.


		The possibility to federate diverse storage technologies (such as Posix, Object Storage, CEPH, etc) in a seamless way, letting users exploit data and storage resources wherever they are available.










		CDMI Server


		dCache


		ONEDATA





External Solutions used:



		FTS
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RepoSync


The java-SyncRepos component can be used to synchronize Docker images in DockerHub to instances of either OpenStack or OpenNebula with Docker support already configured. To do so, it relies on the WebHooks mechanisms offered by DockerHub infrastructure and it provides a REST interface to list the available images already synchronized and some operations to force the synchronization of individual ones.


Summary:



		Updates:

		RepoSync v1.2.0-1 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/fifth_update_of_indigo-1.html#rs]













		Release Notes v. 1.0-1
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts












		Documentation


		Support









Release Notes v. 1.0-1






What’s new


This is the first release of the Java-RepoSync service


Supported Platforms:



		OSs:
		Ubuntu 14.04 is supported by adding the JRE 1.8 PPA [https://launchpad.net/~openjdk-r/+archive/ubuntu/ppa], required by java-syncrepos dependencysince


		CentOS 7 is supported by default


		Any other distribution that support Docker is supported through the Docker image








		Operating System and Cloud Management Frameworks
		It supports both OpenNebula and OpenStack backends















List of RfCs



		N/A













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7 

$ yum clean all

$ yum install indigo-dc-reposync


		On Ubuntu 14.04 - after setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide add also the JRE 1.8 PPA following the documentation present here [https://launchpad.net/~openjdk-r/+archive/ubuntu/ppa]:

$ apt-get update

$ apt-get install reposync





Other methods:



		an Ansible playbook is available from the INDIGO-DC github [https://github.com/indigo-dc/java-syncrepos/tree/master/ansible/tasks]


		a Docker container is available in the INDIGO-DC Organization on DockerHub [https://hub.docker.com/r/indigodatacloud/reposync/]:

docker pull indigodatacloud/reposync:indigo_1











Known Issues



		N/A











List of Artifacts


Packages:



		reposync_1.0~jenkins_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/binary-amd64/reposync_1.0~jenkins_all.deb]


		indigo-dc-reposync-1.0-1.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/base/indigo-dc-reposync-1.0-1.noarch.rpm]





Docker Container:



		indigodatacloud/reposync:indigo_1 [https://hub.docker.com/r/indigodatacloud/reposync/]













Documentation



		RepoSync on GitBook [https://indigo-dc.gitbooks.io/java-syncrepos/content/]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Fourth Update of INDIGO-1 - 16.11.2016


The Fourth Update of INDIGO-1 release contains:



		Infrastructure Manager v1.4.8


		Indigo-Kepler v.1.0.2






[bookmark: im]Infrastructure Manager v1.4.8



What’s new



		The updated version of the IM provides several bugfixes and adds the list of OIDC issuers supported








List of RfCs



		Issue #115 [https://github.com/grycap/im/issues/115] - Bugfix setting step num in case if using contextualizes


		Issue #115 [https://github.com/grycap/im/issues/116] - Bugfix mapping IPs to RADL networks in OpenStack and OpenNebula connectors


		Issue #115 [https://github.com/grycap/im/issues/117] - Bugfixes in OpenStack connector


		Issue #115 [https://github.com/grycap/im/issues/118] - Bugfixes in REST API not multithreaded


		Issue #115 [https://github.com/grycap/im/issues/112] - Bugfixes Error installing IM using pip in Ubuntu 16


		Issue #115 [https://github.com/grycap/im/issues/119] - Set restrictive permissions in the master VM data dir


		Issue #115 [https://github.com/indigo-dc/im/issues/114] - Add list of OIDC issuers supported


		Issue #115 [https://github.com/indigo-dc/im/issues/115] - Bugfix getting dependency level in configuration steps








Installation & Configuration


In order to update the packages please use:



		For CentOS 7:

yum clean all && yum update IM



		For Ubuntu 14:04:

apt-get update && apt-get install python-im



		For containers
		Stop the old container:

sudo docker stop im



		Remove the old container:

sudo docker rm im



		Pull the new image version:

sudo docker pull indigodatacloud/im 



		Start the new version:
sudo docker run -d -p 8899:8899 -p 8800:8800 -e IM_DATA_DB=mysql://username:password@server/db_name --name im indigodatacloud/im 















Artefacts



		CentOS7
		IM-1.4.8-1.el7.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/IM-1.4.8-1.el7.noarch.rpm]








		Ubuntu14.04
		python-im_1.4.8-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-im_1.4.8-1_all.deb]








		Container
		indigodatacloud/im:indigo_1 [https://hub.docker.com/r/indigodatacloud/im/tags/]
















[bookmark: ik]Indigo-Kepler v1.0.2



What’s new



		The updated version of the INDIGO plugins provide:
		A new Kepler actor ShowSVG which allows to display Scalable Vector Graphics (SVG). The builtin actors allow only to display bitmaps.


		A new workflow for ENES use case which makes use of ShowSVG actor and runtime data capability of FutureGateway. It displays a live monitoring of the Ophidia computations to a user on every stage of workflow execution


		The Ansible role for Kepler works for both VMs and Docker images at the same time. The Ansible role has been updated to fix issue #24 (see below)














List of RfCs



		Issue #24 [https://github.com/indigo-dc/ansible-role-kepler/issues/24] - Including init.sh in the execution of the role








Installation & Configuration


In order to update the packages please use:



		The Ansible role is deployed in Ansible Galaxy as indigo-dc/kepler and so the usual steps are required:

ansible-galaxy install indigo-dc.kepler

ansible-playbook /etc/ansible/roles/indigo-dc.kepler/tests/kepler.yml



		The Docker image is available in Docker Hub as indigodatacloudapps/kepler so the usual steps are required:

docker pull indigodatacloudapps/kepler

docker run -it -p 5900:5900 indigodatacloudapps/kepler









Artefacts



		CentOS7 source tarballs
		indigoclient-1.0.2.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/indigoclient-1.0.2.tar.gz]


		indigokepler-1.0.2.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/indigokepler-1.0.2.tar.gz]








		Ubuntu14.04 source tarballs
		indigoclient-1.0.2.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/indigoclient-1.0.2.tar.gz]


		indigokepler-1.0.2.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/indigokepler-1.0.2.tar.gz]








		Container
		indigodatacloudapps/kepler:indigo_1 [https://hub.docker.com/r/indigodatacloudapps/kepler/tags/]
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OpenStack Preemptible Instances Extension (OPIE) v. 12.0.0


OPIE is the materialization of the preemptible instances extension [https://blueprints.launchpad.net/openstack/?searchtext=preemptible-instances] serving as a reference implementation. This package provides a set of pluggable extensions for OpenStack Compute (nova) [http://openstack.org/] making possible to execute premptible instances using a modified filter scheduler.


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


New features and fixes as from commits/12.0.0 [https://github.com/indigo-dc/opie/commits/12.0.0]:



		Create a HostStatePartial and a new HostManager classes


		Introduce a preemptible instances filter scheduler


		Update tox.ini with upstream changes


		api: raise HTTP NotImplemented instead of returning empty


		api: add unit testing





Supported Platforms:



		CentOS7 & Ubuntu 14.04


		OpenStack v. Liberty









List of RfCs



		https://github.com/indigo-dc/opie/issues













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install opie



		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install opie



		More details regarding installation can be found here [https://opie.readthedocs.io/en/latest/installation.html]


		After the installation the service needs to be configured as described here [https://opie.readthedocs.io/en/latest/configuration.html]











Known Issues



		N/A











List of Artifacts


Packages:



		opie-12.0.0-1.el7.centos.noarch.rpm


		opie-doc_12.0.0-1ubuntu0_all.deb


		opie_12.0.0-1ubuntu0_all.deb













Documentation



		OPIE GitBook [https://indigo-dc.gitbooks.io/opie/content/]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]

or


		https://github.com/indigo-dc/opie/issues











          

      

      

    


    
        © Copyright .
      Created using Sphinx 1.3.5.
    

  

indigo1/high-level_user_oriented_service.html


    
      Navigation


      
        		
          index


        		Python  documentation »

 
      


    


    
      
          
            
  
High-level user oriented service


Researchers and data managers are able to access resources through:



		Toolkits (libraries) allowing usage of the INDIGO platform from Scientific Gateways and desktop applications.


		An open source Mobile Application Toolkit for the iOS and Android platforms, serving as the base for the development of Mobile Apps.


		User-friendly front ends for building programmable, general-purpose multi-domain Science Gateways.


		CLUES (CLUster Energy Saving)


		FutureGateway API Server


		FutureGateway API Server Daemon


		FutureGateway jSAGA Adaptors


		fgTools


		INDIGO OMT


		INDIGO Kepler


		jSAGA Adaptors


		Liferay IAM


		Ophidia


		Token Translation Service (TTS)


		udocker
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INDIGO-1 MidnightBlue


The INDIGO-DataCloud [https://www.indigo-datacloud.eu/] project is pleased to announce the general availability of its first public software release, codenamed MidnightBlue.


This release comes after an initial phase of requirement gatherings which involved several European scientific collaborations in areas as diverse as structural biology, earth sciences, physics, bioinformatics, cultural heritage, astrophysics, life sciences, climatology, etc. This resulted in the development of many software components addressing existing technical gaps linked to easy and optimal usage of distributed data and compute resources. These components are now released into a consistent and modular suite, offered as a contribution toward the definition and implementation of an efficient European Open Science Cloud.


The first INDIGO-DataCloud release provides open source components for:



		DataCenter solutions, allowing data and compute resource centers to increase efficiency and services for customers.


		Data solutions, offering advanced access to distributed data.


		Automated solutions, allowing users to easily specify and deploy complex data and compute resource requirements.


		User-level solutions, integrating scientific applications in programmable front-ends and in mobile applications.


		Common solutions, enableing the integration of all INDIGO components into a comprehensive Authentication and Authorization Architecture.





Key technical highlights:


The DataCenter Solutions. INDIGO is providing many new features/services for resource centers:



		Improved scheduling for allocation of resources by the popular open source Cloud platforms. OpenStack and OpenNebula. This provides both better scheduling algorithms and support for spot-instances.


		Support for improved IaaS resource orchestration capabilities using standards  orchestration engines through the use of the TOSCA standard, for both OpenStack and OpenNebula.


		Improved QoS capabilities of storage resources for better support of high-level storage requirements, such as flexible allocation of disk or tape storage space and support for data life cycle.


		Improved and transparent support for Docker containers. This includes for example the introduction of native container support in OpenNebula.





The Data Services. INDIGO provides a complete set of data-related features that includes:



		Distributed Data Federation through several protocols, in order to support both legacy application and advanced standard interfaces such as CDMI or just simple web interfaces.


		The possibility to federate diverse storage technologies (such as Posix, Object Storage, CEPH, etc) in a seamless way, letting users exploit data and storage resources wherever they are available.





Automated Solutions. INDIGO provides a rich set of high-level automated functionalities. Some of the most innovative are:



		Improved capabilities in the geographical exploitation of Cloud resources. End users need not know where resources are located, because the INDIGO PaaS layer hides the complexity of both scheduling and brokering.


		Standard interface to access PaaS services. INDIGO uses the TOSCA standard to hide the difference on the different way of implementing services at the PaaS level.


		Support for data requirements in Cloud resource allocations: computational resources can be requested and allocated where data is stored.


		Integrated use of resources coming from both public and private Cloud infrastructures.


		Deployment, monitoring and automatic scalability of existing applications.


		Integrated support for high-performance Big Data analytics.


		Support for dynamic and elastic clusters of resources. HTCondor, Torque and Mesos cluster are supported.





High-level user oriented services. Researchers and data managers are able to access resources through:



		Toolkits (libraries) allowing usage of the INDIGO platform from Scientific Gateways and desktop applications.


		An open source Mobile Application Toolkit for the iOS and Android platforms, serving as the base for the development of Mobile Apps.


		User-friendly front ends for building programmable, general-purpose multi-domain Science Gateways.





All the INDIGO components are integrated into a comprehensive Authentication and Authorization Architecture, with support for user authentication through multiple methods (SAML, OpenID Connect and X.509), support for distributed authorization policies and a Token Translation Service, creating credentials for services that do not natively support OpenID Connect.


The INDIGO-DataCloud software is released [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/] under the Apache 2.0 software license and can be deployed on both public and private Cloud infrastructures. It can be downloaded from http://repo.indigo-datacloud.eu [http://repo.indigo-datacloud.eu/].


Stay tuned. Updates and new releases of the INDIGO services are expected to come in the forthcoming months. If you want to be notified when a new release is out, register here [https://www.indigo-datacloud.eu/user/register]. The first scientific applications and use cases adopting this first INDIGO release are expected starting from September 2016.


INDIGO-DataCloud is an Horizon 2020 project funded by the European Commission from April 2015 to September 2017. It involves 26 European partners, including research institutes, scientific collaborations, software developers, universities, e-infrastructures, private companies. Its main goal is to provide software solutions for science addressing several of the technology gaps in Cloud and Data technologies currently experienced by resource providers and scientists working in either small or big collaborations.


For more information, see https://www.indigo-datacloud.eu.





Release Notes


The INDIGO-1 release consists in 32 Products divided in, mainly, Core Services, and Applications:



		167 OS packages
		41 RPMS & SRPMS


		96 binary & source DEBS


		21 binary & source tarballs








		40 Docker containers


		41 external/third-party dependencies





INDIGO-1 is fully supported



		on the following Operating Systems platforms:
		CentOS 7


		Ubuntu 14.04


		Optionally PTs support also other OS platforms. You can find more information in the individual products documentation.








		on the following CMFs (Cloud Management Framework) versions:
		OpenStack v. Liberty, with the exception of the “TOSCA in HEAT” (heat-translator), product, for which Mitaka HEAT must be used.


		OpenNebula v. 4.14











You can find in the later chapters the full list of products, with detailed release notes and instructions for their installation/configuration.



Installation Notes


All INDIGO - DataCloud products are distributed from standard OS repositories and DockerHub registry.


The packages repositories have the following structure:



		INDIGO-DC production (stable): indigo/{1,2}/<platform>/<basearch>/{base|updates}
		stable and signed, well tested software components, recommended to be installed on production-sites








		Third-party: indigo/{1,2}/<platform>/<basearch>/third-party
		packages that are not part of INDIGO, or not part of the base OS or EPEL, but used as dependencies by other INDIGO components








		INDIGO-DC testing: indigo-testing/{1,2}/<platform>/<basearch>
		packages that will become part of the next stable distribution; in the certification and validation phase.








		INDIGO-DC preview: indigo-preview/{1,2}/<platform>/<basearch>
		signed packages that will become part of the next stable update, available for technical-previews











where



		<basearch> is currently: x86_64, SRPMS, tgz


		<platform> is currently: centos7, ubuntu





All packages are signed with the INDIGO - DataCloud gpg key. The public key can be downloaded from here [http://repo.indigo-datacloud.eu/repository/RPM-GPG-KEY-indigodc], and the fingerprint from here [http://repo.indigo-datacloud.eu/repository/INDIGODC_key_fingerprint.asc].


It is strongly recommended the use of the lastest version of the indigodc-release package containing the public key and the YUM and APT repository files.


On the DockerHub Registry [https://hub.docker.com/], INDIGO - DataCloud has organized the repositories under two Organizations:



		indigodatacloud [https://hub.docker.com/u/indigodatacloud/], for Core Services


		indigodatacloudapps [https://hub.docker.com/u/indigodatacloudapps/], for Applications
Containers present in those repositories and released in INDIGO-1 are tagged with “indigo-1” tag and signed, leveraging the Docker’s trust features [https://docs.docker.com/engine/security/] so that users can pull trusted images.





To understand how to install and configure INDIGO-1 products either refer to the Generic Installation & Configuration Guide chapter or to each individual product documentation.





Software


INDIGO-1 software can be downloaded from INDIGO DataCloud repositories [http://repo.indigo-datacloud.eu/].





Documentation


Please find INDIGO-1 documentation here [https://www.gitbook.com/@indigo-dc/]





Support


Most complex software contains bugs, we are not an exception. One of the features of free and open source software is the ability to report bugs, helping to fix or improve the software you use.


INDIGO - DataCloud project uses the GGUS (Global Grid User Support) [https://ggus.eu/] tool as its user support system. It provides sophisticated search functionality, report generation, interfaces to bug tracking systems used by different middleware components, and automatic ticket reminder including escalation indication.
Please use the INDIGO - DataCloud Catch-All GGUS Support Unit or directly  contact us through the indigo-su@lists.indigo-datacloud.eu [https://lists.indigo-datacloud.eu/sympa/info/indigo-su] mailing-list.


More details regarding  each product support channels are provided in the respective products release pages.


Developers, researchers and IT enthusiasts: feel free to write to info@indigo-datacloud.eu to ask for more information on how to deploy your PaaS based solution for your work. For automatic notifications you can register to the INDIGO-DataCloud RSS release feed [http://repo.indigo-datacloud.eu/INDIGODataCloudNews.rss.xml] or subscribe to the INDIGO-DataCloud Announce Mailing list [https://lists.indigo-datacloud.eu/sympa/info/indigo-announce]. You can also socialize with us via Twitter [https://twitter.com/indigodatacloud], Facebook [https://www.facebook.com/indigodatacloud/?ref=bookmarks] and join our LinkedIn group [https://www.linkedin.com/groups/8416266].
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Generic Installation and Configuration Guide


This chapter provides information on how to enable and use the INDIGO DataCloud software repositories.


Summary



		Installing the Operating Systems and Cloud  Management Frameworks
		Operating Systems


		Cloud Management Frameworks








		Enable the INDIGO - DataCloud packages repositories
		Giving INDIGO - DataCloud  repositories precedence over EPEL








		Enable the INDIGO - DataCloud Containers repositories


		Important note on automatic updates









Installing the Operating Systems and Cloud  Management Frameworks






Operating Systems



CentOS 7


For more information on CentOS please check: https://www.centos.org/


All the information to install this operating system can be found at https://wwwhttps://www.centos.org/download/ [https://www.centos.org/download/]


You will find there information on CentOS packages [http://mirror.centos.org/centos/7/] and Docker Containers [https://hub.docker.com/_/centos/].



The EPEL repository


If not present by default on your nodes, you should enable the EPEL repository (https://fedoraproject.org/wiki/EPEL)


EPEL has an ‘epel-release’ package that includes gpg keys for package signing and repository information. Installing the latest version of epel-release package available on EPEL7 repositories like:



		http://download.fedoraproject.org/pub/epel/7/x86_64/e/





allows you to use normal tools, such as yum, to install packages and their dependencies. By default the stable EPEL repo should be enabled.







Ubuntu 14.04


For more information on Ubuntu please check: http://www.ubuntu.com/


Information to install this operating system can be found at http://releases.ubuntu.com/trusty/ and or at Ubuntu Community Installation Guide  [https://help.ubuntu.com/community/Installation] and regarding Docker Containers at Ubuntu Official Docker repository [https://hub.docker.com/_/ubuntu/].










Cloud Management Frameworks



OpenStack Liberty


Please follow the official OpenStack Liberty Installation Guides:



		for RedHat & CentOS [http://docs.openstack.org/liberty/install-guide-rdo/]



		Please enable the use of Liberty RDO repository by using:



















* for [Ubuntu 14.04](http://docs.openstack.org/liberty/install-guide-ubuntu/)
  * Please enable the use of Liberty CloudArchive by using:<br>
  ```$ sudo add-apt-repository cloud-archive:liberty```

#### OpenNebula 4.14

Please follow the official [OpenNebula 14.4 Installation Guide for CentOS & Ubuntu](http://docs.opennebula.org/4.14/design_and_installation/building_your_cloud/ignc.html)



<a id="id4"></a>
## Enable the INDIGO - DataCloud packages repositories

INDIGO - DataCloud products are distributed from standard OS repositories and DockerHub registry. 

The packages repositories have the following structure:
* INDIGO-DC **production** (stable): ```indigo/{1,2}/<platform>/<basearch>/{base|updates}```
  * stable and signed, well tested software components, recommended to be installed on production-sites
* Third-party: ```indigo/{1,2}/<platform>/<basearch>/third-party```
  * packages that are not part of INDIGO, or not part of the base OS or EPEL, but used as dependencies by other INDIGO components
* INDIGO-DC **testing**: ```indigo-testing/{1,2}/<platform>/<basearch>```
  * packages that will become part of the next stable distribution; in the certification and validation phase.
* INDIGO-DC **preview**: ```indigo-preview/{1,2}/<platform>/<basearch>```
  * signed packages that will become part of the next stable update, available for technical-previews

where
* ```<basearch>``` is currently: x86_64, SRPMS, tgz 
* ```<platform>``` is currently: centos7, ubuntu

All packages are signed with the INDIGO - DataCloud gpg key. The public key can be downloaded from [here](http://repo.indigo-datacloud.eu/repository/RPM-GPG-KEY-indigodc), and the fingerprint from [here](http://repo.indigo-datacloud.eu/repository/INDIGODC_key_fingerprint.asc). Please import the key **BEFORE** starting! 

* for CentOS7 save the key under */etc/pki/rpm-gpg/* <br>
```# rpm --import http://repo.indigo-datacloud.eu/repository/RPM-GPG-KEY-indigodc```

* for Ubuntu: <br>
```# wget -q   -O - http://repo.indigo-datacloud.eu/repository/RPM-GPG-KEY-indigodc | sudo apt-key add -```

<a id="id5"></a>
### Giving INDIGO - DataCloud  repositories precedence over EPEL

It is strongly recommended that INDIGO repositories take precedence over EPEL when installing and upgrading packages.
For manual configuration:
* you must install the **yum-priorities**** plugin and ensure that its configuration file, */etc/yum/pluginconf.d/priorities.conf* is as follows:<br>
```[ main ]```<br>
```enabled = 1```<br>
```check_obsoletes = 1```

For automatic configuration:
* we strongly recommend the use of **indigodc-release** package. Please follow the instructions given bellow on what version of the package, how to get and install it.

#### Configuring the use of INDIGO - DataCloud repositories

INDIGO-1 production repositories are available at:
* [http://repo.indigo-datacloud.eu/repository/indigo/1/](http://repo.indigo-datacloud.eu/repository/indigo/1/)

YUM & APT configuration files are available at:
* CentOS7 - [http://repo.indigo-datacloud.eu/repos/1/indigo1.repo](http://repo.indigo-datacloud.eu/repos/1/indigo1.repo)
* Ubuntu 14.04 - [http://repo.indigo-datacloud.eu/repos/1/indigo1-ubuntu14_04.list](http://repo.indigo-datacloud.eu/repos/1/indigo1-ubuntu14_04.list) 

Install INDIGO - DataCloud repositories :
* CentOS7: <br>
```wget http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/base/indigodc-release-1.0.0-1.el7.centos.noarch.rpm```<br>
```yum localinstall -y indigodc-release-1.0.0-1.el7.centos.noarch.rpm``` 

* Ubuntu 14.04:<br>
```wget http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/indigodc-release_1.0.0-2_amd64.deb```<br>
```dpkg -i indigodc-release_1.0.0-2_amd64.deb``` 

These packages will install required dependencies, the INDIGO - DataCloud public key and ensures the precedence of INDIGO - DataCloud repositories over EPEL and Ubuntu. 

It is strongly recommended the use of the latest version of the **indigodc-release** package containing the public key and the YUM and APT repository files.

<a id="id6"></a>
## Enable the INDIGO - DataCloud Containers repositories

On the [DockerHub Registry](https://hub.docker.com/), INDIGO - DataCloud has organized the repositories under two Organizations:
* [indigodatacloud](https://hub.docker.com/u/indigodatacloud/), for Core Services
* [indigodatacloudapps](https://hub.docker.com/u/indigodatacloudapps/), for Applications
Containers present in those repositories and released in INDIGO-1 are tagged with "*indigo-1*" tag and signed, leveraging the [Docker’s trust features](https://docs.docker.com/engine/security/) so that users can pull trusted images.

Currently, content trust is disabled by default. You must enable it by setting the **DOCKER_CONTENT_TRUST** environment variable, like bellow:

```export DOCKER_CONTENT_TRUST=1```

For more details regarding the "Content Trust in Docker" please read [Docker's Documentation](https://docs.docker.com/engine/security/trust/content_trust/)

Content trust is associated with the TAG portion of an image.
For INDIGO-1 (Midnight) release the signed tag is ***indigo_1***. See example bellow if you want to ensure the correct use of INDIGO - DataCloud images:
* for Core Services






$ export DOCKER_CONTENT_TRUST=1
$ docker pull indigodatacloud/orchestrator:1.0.0-RC3
No trust data for 1.0.0-RC3
$ docker pull indigodatacloud/orchestrator:indigo_1
Pull (1 of 1): indigodatacloud/orchestrator:indigo_1@sha256:f1b692cdfe45096e7c778157a35a38a94a71b9daf5e7ba7c213a0107fd51f4a7
sha256:f1b692cdfe45096e7c778157a35a38a94a71b9daf5e7ba7c213a0107fd51f4a7: Pulling from indigodatacloud/orchestrator
3d8673bd162a: Pull complete
[...]
88c118280e3d: Pull complete
Digest: sha256:f1b692cdfe45096e7c778157a35a38a94a71b9daf5e7ba7c213a0107fd51f4a7
Status: Downloaded newer image for indigodatacloud/orchestrator@sha256:f1b692cdfe45096e7c778157a35a38a94a71b9daf5e7ba7c213a0107fd51f4a7
Tagging indigodatacloud/orchestrator@sha256:f1b692cdfe45096e7c778157a35a38a94a71b9daf5e7ba7c213a0107fd51f4a7 as indigodatacloud/orchestrator:indigo_1
$ docker images |grep orchestrator
indigodatacloud/orchestrator               indigo_1            2153bb4c33d1        4 days ago          837.1 MB



* for Applications:






$ export DOCKER_CONTENT_TRUST=1
$ docker pull indigodatacloudapps/ambertools:latest
No trust data for latest
$ docker pull indigodatacloudapps/ambertools:indigo_1
Pull (1 of 1): indigodatacloudapps/ambertools:indigo_1@sha256:82c202e06e94b9fec85ec4672a0c8b0b4efcc10652275d15ff32eadf2e1cbefd
sha256:82c202e06e94b9fec85ec4672a0c8b0b4efcc10652275d15ff32eadf2e1cbefd: Pulling from indigodatacloudapps/ambertools
6c953ac5d795: Pull complete
[...]
fb42bfb32649: Pull complete
Digest: sha256:82c202e06e94b9fec85ec4672a0c8b0b4efcc10652275d15ff32eadf2e1cbefd
Status: Downloaded newer image for indigodatacloudapps/ambertools@sha256:82c202e06e94b9fec85ec4672a0c8b0b4efcc10652275d15ff32eadf2e1cbefd
Tagging indigodatacloudapps/ambertools@sha256:82c202e06e94b9fec85ec4672a0c8b0b4efcc10652275d15ff32eadf2e1cbefd as indigodatacloudapps/ambertools:indigo_1
$ docker images |grep amber
indigodatacloudapps/ambertools             indigo_1            6c47a81b761d        11 days ago         1.826 GB



<a id="id7"></a>
## Important note on automatic updates 

The CentOS and Ubuntu Operating Systems both offer auto-updates mechanisms. Sometimes middleware updates require non-trivial configuration changes or a reconfiguration of the service. This could involve service restarts, new configuration files, etc, which makes it difficult to ensure that automatic updates will not break a service. Thus

**WE STRONGLY RECOMMEND NOT TO USE AUTOMATIC UPDATE PROCEDURE OF ANY KIND**

on the INDIGO - DataCloud  repositories (you can keep it turned on for the OS). You should read the update information provides by each service and do the upgrade manually when an update has been released! 
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Synergy 1.0.1


Synergy is as a new extensible general purpose management OpenStack service. Its capabilities are implemented by a collection of managers which are specific and independent pluggable tasks, executed periodically or interactively. The managers can interact with each other in a loosely coupled way.



		The Scheduler Manager provides advanced scheduling (fairshare) capability for OpenStack. In particular it aims to address the resource utilization issues coming from the static allocation model inherent in the Cloud paradigm, by adopting the dynamic partitioning strategy implemented by the advanced batch schedulers.





Synergy is made of two packages:



		synergy-service: the main package


		synergy-scheduler-manager: plugin for synergy-service that adds the scheduler functionality. This package depends on synergy-service.
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Release Notes






What’s new


This is the first release of the Synergy service.


Highlights of the features provided in this version:



		With Synergy the OpenStack administrator can allocate a subset of resources, called dynamic resources, to be shared among different projects. Such dynamic resources are not statically allocated with fixed quotas, but are instead shared among multiple projects according to a fair share policy defined by the Cloud administrator.


		Synergy provides also a queuing mechanism for the requests that can’t be immediately fullfilled: these requests will be served when the relevant resources are available.


		Synergy can manage the instantation of both Virtual Machines and containers managed via the nova-docker service.





Supported Platforms:



		the supported platforms: Ubuntu 14.04, CentOS 7









List of RfCs



		OpenProject tasks internal links): #2996 [https://project.indigo-datacloud.eu/work_packages/2996] and #3788 [https://project.indigo-datacloud.eu/work_packages/3788]


		OpenStack CI: https://review.openstack.org/#/q/projects:openstack/synergy


		Bug tracker on launchpad: synergy-service [https://bugs.launchpad.net/synergy-service] and synergy-scheduler-manager [https://bugs.launchpad.net/synergy-scheduler-manager]













Deployment Notes



		APT or YUM or Puppet [https://github.com/indigo-dc/puppet-synergy], and some tweaks to follow in Installation Docs [https://indigo-dc.gitbooks.io/synergy/content/doc/admin.html]


		











Known Issues



		N/A











List of Artifacts


Packages:



		CentOS7
		python-synergy-service-1.0.1-1.el7.centos.noarch.r


		python-synergy-scheduler-manager-1.0.1-1.el7.centos.noarch.rpm








		Ubuntu 14.04
		python-synergy-service_1.0.1_all.deb


		python-synergy-scheduler-manager_1.0.1_all.deb



















Documentation



		Synergy on GitBook [https://indigo-dc.gitbooks.io/synergy/content/]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]

or
		http://bugs.launchpad.net/synergy-scheduler-manager


		http://bugs.launchpad.net/synergy-service
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Data Center Solutions


The INDIGO - DataCloud project is providing many new features/services for resource centers:



		Improved scheduling for allocation of resources by the popular open source Cloud platforms. OpenStack and OpenNebula. This provides both better scheduling algorithms and support for spot-instances.


		Support for improved IaaS resource orchestration capabilities using standards  orchestration engines through the use of the TOSCA standard, for both OpenStack and OpenNebula.


		Improved QoS capabilities of storage resources for better support of high-level storage requirements, such as flexible allocation of disk or tape storage space and support for data life cycle.


		Improved and transparent support for Docker containers. This includes for example the introduction of native container support in OpenNebula.
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INDIGO - DataCloud Software Releases


INDIGO - DataCloud delivers open source software components tailored to scientific communities and to e-infrastructures, aimed to increase ease of use and effectiveness in the exploitation of Cloud resources.


INDIGO - DataCloud releases are available from the INDIGO-DC Repositories [http://repo.indigo-datacloud.eu].


The maintenance and development cycle of the INDIGO-DataCloud Core Services and Applications  is outlined in the figure bellow.


[image: ]



Major Releases


Taking into consideration the length of the project, the rapidly evolving cloud-environment, the need to offer stability to production infrastructures and in the same time to address requirements from user communities, the INDIGO-DataCloud major releases will be supported and maintained for 10 months after the release date. The availability of a new major release of INDIGO-DataCloud does not automatically obsolete the previous ones and multiple major releases may be supported at the same time according to their negotiated end-of-life policies. Within an INDIGO-DataCloud major release only the latest version of a component is supported.


[image: ]


Taking into account the rapidly changing environment, and especially some of the upstream release cycles (e.g. OpenStack), the INDIGO-DataCloud maintenance schedule is organised in the following periods:



		Full maintenance period: during this period updates are released to address issues in the code and provide new features for each supported INDIGO-DataCloud major release (6 months)


		Standard maintenance period: during this period updates are released to address issues in the code, but no new feature is introduced, for each supported INDIGO-DataCloud major release (2 months)


		Security updates period: during this period only updates targeting security vulnerabilities are provided for each supported INDIGO-DataCloud major release (2 months)


		End-of-life period: in this period no updates or support are provided. The end-of-life period starts after the end of the security updates period








Repositories


INDIGO DataCloud releases are available from the official INDIGO - DataCloud Repositories [http://repo.indigo-datacloud.eu], for operating systems packages and Docker containers.





Release Announcements


Stay updated subscribing to the INDIGO - DataCloud RSS release feed [http://repo.indigo-datacloud.eu/INDIGODataCloudNews.rss.xml]  or by subscribing to the INDIGO - DataCloud Announces Mailing List [https://lists.indigo-datacloud.eu/sympa/info/indigo-announce].
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CLUES v. 0.5.1


CLUES (CLUster Energy Saving) INDIGO Extensions


CLUES [https://github.com/grycap/clues] is an elasticity manager system for HPC clusters and Cloud infrastructures that features the ability to power on/deploy working nodes as needed (depending on the job workload of the cluster) and to power off/terminate them when they are no longer needed.


CLUES has been extended in the INDIGO-DataCloud project with new plugins to support the PaaS Orchestrator [https://github.com/indigo-dc/orchestrator] and to introduce elasticity capabilities to both HTCondor and Apache Mesos (including its frameworks Chronos and Marathon). These are the plugins:



		indigo_orchestrator.py: CLUES plugin to connect with the INDIGO orchestrator.


		condor.py: CLUES plugin to connect with HTCondor.


		mesos.py: CLUES plugin to connect with Mesos, Chronos, and Marathon.
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Release Notes






What’s new


Highlights:



		Support for the INDIGO-DataCloud PaaS Orchestrator


		Support for HTCondor


		Support for Apache Mesos





Supported on:



		Ubuntu 14.04 / CentOS 7









List of RfCs



		High-level development tasks coordinated via INDIGO-DC OpenProject tasks [http://bit.ly/clues_rfc_indigo1] (internal link)













Deployment Notes



		Ansible Role: https://github.com/indigo-dc/ansible-role-clues











Known Issues



		N/A











List of Artifacts


Tarballs:



		clues-indigo-v0.5.1.tar.gz













Documentation



		CLUES GitBook [https://indigo-dc.gitbooks.io/clues-indigo/content/]











Support



		Support via GitHub issues: https://github.com/indigo-dc/clues-indigo/issues


		or through the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Third Update of INDIGO-1


The Third Update of INDIGO-1 release contains:



		Accounting v. 1.2.1-1


		LiferayIAM v. 1.2.0


		Ophidia v. 0.10.6


		Orchent v. 0.1.0


		Orchestrator v. 1.2.0-FINAL


		Zabbix-probes v. 1.01





  
[bookmark: accounting]Accounting v. 1.2.1-1



What’s new



		This update provides some enhancemenets, like allowing deployment only of the server container and of locally built images, and few bug fixes, like the ones regarding GET/POST authZ/authN issues








List of RfCs



		New Features:
		Accept APEL-Cloud v0.2 usage records via POST requests to the REST endpoint .../api/v1/cloud/record


		Provide access to summaries via GET requests to REST endpoint .../api/v1/cloud/record/summary


		Enhancements to the run_container.sh script, allowing for deploying only the server container and for deploying locally built images.


		Django Rest Framework static files positioned assuming standalone use.








		Patches, Bug Fixes and Documentation updates:
		GET/POST authZ/authN bugs fixed.


		Added instructions to register the service with the Indigo Identity and Access Management (IAM).


		Added “service reference card”.


		Increase in test coverage (to 87%)














Installation & Configuration



		In order to perform an update please carefully read the instructions available in the How to update an already deployed service to 1.2.0 (from <1.2.0) [https://github.com/indigo-dc/Accounting/blob/master/doc/admin.md#how-to-update-an-already-deployed-service-to-120-from-120]








Artefacts



		Docker Container:
		indigodatacloud/accounting:indigo_1 [https://hub.docker.com/r/indigodatacloud/accounting/]
















[bookmark: li]LiferayIAM v. 1.2.0



What’s new



		The new version of LiferayIAM includes a new method to retrieve an access token using the user subject. This is requested to
allow other services interacting with the portal, like the FG APIs, to get a valid token before to interact with the orchestrator
and/or other components.








List of RfCs



		Issue-12 [https://github.com/indigo-dc/LiferayIAM/issues/12] - Error message for invalid token is not correctly formatted


		Issue-13 [https://github.com/indigo-dc/LiferayIAM/issues/13] - Error in remote API


		Issue-14 [https://github.com/indigo-dc/LiferayIAM/issues/14] - Redirect link


		Issue-16 [https://github.com/indigo-dc/LiferayIAM/issues/16] - Make available the token by user subject








Installation & Configuration



		In order to use the latest version, 1.2.0, it is requested:
		Upgrade requires to reinstall the component as described in the documentation - please read Upgrade to a new release [https://github.com/indigo-dc/LiferayIAM/blob/master/doc/admin.md#upgrade-to-a-new-release] for more information.


		Current configuration will not be overwritten.














Artefacts



		CentOS 7
		LiferayIAM-binary-1.2.0.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/tgz/LiferayIAM-binary-1.2.0.tgz]








		Ubuntu14.04
		LiferayIAM-binary-1.2.0.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/LiferayIAM-binary-1.2.0.tgz]
















[bookmark: ophidia]Ophidia v. 0.10.6



What’s new



		This update adds new features for interleaving and interactive workflow interfaces. It also includes several improvements and bug fixes. Some operators have been extended to support the user community case studies.








List of RfCs



		New features and bug fixes:
		first support for interactive workflow interfaces


		first support for interleaved workflow interfaces


		improved usability of the Ophidia terminal


		improved stability of the Ophidia server


		bug fixing and new features for several operators exploited in the WP2 case studies
		Issue #6 [https://github.com/OphidiaBigData/ophidia-analytics-framework/issues/6] - ophidia-analytics-framework - “OPH_EXPORTNC2: the operator hangs when the number of cores is higher than the number of fragments of input cube”


		Issue #3 [https://github.com/OphidiaBigData/ophidia-terminal/issues/3] - ophidia-terminal - “Unsupported image creation from compact output format”


		Bug in gtk handler when window is closed while running in auto-view mode


		Bug in handling wrong expression with OPH_IF


		Bug in setting exit status of OPH_ENDFOR


		Bug in OphidiaDB update when a massive operation is retried


		Bug in handling OPH_IF when Matheval is not enabled


		Bug in setting basic notification message for massive operations


		Bug in building function ‘oph_if_impl’ when MathEval library is disabled


		Bug in handling filter ‘path’ in massive operations


		Bug in massive operation handler




















Installation & Configuration



		In order to perform an update please carefully read the instructions available in the Ophidia Upgrade Guide](https://indigo-dc.gitbooks.io/ophidia/content/upgrade.html)


		new documentation: Ophidia Service Reference Card [https://indigo-dc.gitbooks.io/ophidia/content/service_reference_card.html]








Artefacts


Packages:



		Ubuntu 14.04
		ophidia-analytics-framework_0.10.6-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-analytics-framework_0.10.6-0_amd64.deb]


		ophidia-primitives_0.10.6-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-primitives_0.10.6-0_amd64.deb]


		ophidia-server_0.10.6-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-server_0.10.6-0_amd64.deb]


		ophidia-terminal_0.10.6-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-terminal_0.10.6-0_amd64.deb]








		CentOS 7
		ophidia-analytics-framework-0.10.6-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-analytics-framework-0.10.6-0.el7.centos.x86_64.rpm]


		ophidia-primitives-0.10.6-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-primitives-0.10.6-0.el7.centos.x86_64.rpm]


		ophidia-server-0.10.6-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-server-0.10.6-0.el7.centos.x86_64.rpm]


		ophidia-terminal-0.10.6-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-terminal-0.10.6-0.el7.centos.x86_64.rpm]
















[bookmark: orchent]Orchent v. 0.1.0



What’s new



		The first command line client for the INDIGO DataCloud Orchestrator. With a lot of support at your fingertips: orchent help
		Supports the full REST interface of the orchestrator:

listing all deployments:

showing a specific deployment

showing the template of a specific deployment

listing all resources of a deployment

showing a specific resource of a deployment

creating a new deployment

updating a given deployment

deleting a given deployment















List of RfCs



		N/A








Installation & Configuration



		Documentation is avalable at - Orchent GitBook [https://www.gitbook.com/book/indigo-dc/orchent/details]








Artefacts



		CentOS7
		orchent-0.1.0-1.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/orchent-0.1.0-1.el7.centos.x86_64.rpm]








		Ubuntu14.04
		orchent-0.1.0-1_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/orchent-0.1.0-1_amd64.deb]
















[bookmark: orchestrator]Orchestrator v. 1.2.0-FINAL



What’s new



		The current update provides an enhanced TOSCA support.








List of RfCs



		Added:
		Issue #142 [https://project.indigo-datacloud.eu/work_packages/142] - Support input substitution in listValue properties


		Issue #139 [https://project.indigo-datacloud.eu/work_packages/139] - Support TOSCA extended node requirements definition in topology templates








		Removed:
		Issue #125 [https://project.indigo-datacloud.eu/work_packages/125] - Removed deprecated occi proxy authentication














Installation & Configuration


This release doesn’t require any change of configuration or paramaters so the upgrade operations are:



		Stop the old container:

sudo docker stop orchestrator



		Remove the old container:

sudo docker rm orchestrator



		Pull the new image version:

sudo docker pull indigodatacloud/orchestrator:1.2.0-FINAL



		Start the new version:

docker run ...*same parameters*... indigodatacloud/orchestrator:1.2.0-FINAL









Artefacts



		Docker Container:
		indigodatacloud/orchestrator:indigo_1 [https://hub.docker.com/r/indigodatacloud/orchestrator/]
















[bookmark: zp]Zabbix-probes v. 1.01



What’s new



		The current update is mainly focused on solving several bugs detected and on adding a feature to the OCCI probe for improving its adoption rate, since the former user/password authentication was not adequate enough for automating the whoel monitoring process.








List of RfCs



		Issue #6 [https://github.com/indigo-dc/Monitoring/issues/6] - Bug fix related to retrieving the config file info when the file is not available.


		Issue #10 [https://github.com/indigo-dc/Monitoring/issues/10] - Bug fix related to accessing to the Zabbix wrapper API, when creating new hosts


		Start to add IAM support for authentication in the OCCI probe (not completed yet)








Installation & Configuration



		In order to perform an update please carefully read the instructions available in the “2.5 Packages Update” section of the Monitoring GitBook [https://indigo-dc.gitbooks.io/monitoring/content/]








Artefacts



		CentOS7
		HeapsterZabbixProbe-1.01-1.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/HeapsterZabbixProbe-1.01-1.rpm]


		OCCIZabbixProbe-1.01-1.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/OCCIZabbixProbe-1.01-1.rpm]








		Ubuntu14.04
		heapster-zabbix-probe-1.01.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/heapster-zabbix-probe-1.01.deb]


		occi-zabbix-probe-1.01.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/occi-zabbix-probe-1.01.deb]












		Docker Container:
		indigodatacloud/zabbix-wrapper:indigo_1 [https://hub.docker.com/r/indigodatacloud/zabbix-wrapper/]
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INDIGO IAM


The Identity and Access Management Service provides a layer where identities, enrollment, group membership and other attributes and authorization policies on distributed resources can be managed in an homogeneous way, supporting the federated authentication mechanisms supported by the INDIGO AAI. The IAM service provides user identity and policy information to services so that consistent authorization decisions can be enforced across distributed services.


Summary:



		Updates
		INDIGO IAM v.0.4.0 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#iam]



		INDIGO IAM v.0.5.0 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/sixth_update_of_indigo-1.html#iam]









		Release Notes v0.3.0
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes v0.3.0






What’s new


This is the first public release of the INDIGO Identity and Access Management
Service.


The IAM is an OpenID-connect identity provider which provides:



		OpenID-connect and OAuth client registration and management (leveraging and
extending the MitreID connect server [https://github.com/mitreid-connect/OpenID-Connect-Java-Spring-Server] functionality


		SCIM [http://www.simplecloud.info] user and group provisioning and management


		A partial implementation of the OAuth Token Exchange draft
standard [https://tools.ietf.org/html/draft-ietf-oauth-token-exchange-05] for OAuth token delegation and impersonation





Supported Platforms:



		The IAM service is currently distributed as a docker image from Dockerhub, so in order to run the service, you will need Docker v. 1.11.1 or greater. If you want to use docker-compose to deploy the service, you will also need docker-compose v.1.7.0 or greater.









List of RfCs



		GitHub Issues [https://github.com/indigo-iam/iam/issues]













Deployment Notes



		Please read the Deployment and Administration guide [https://indigo-dc.gitbooks.io/iam/content/doc/admin.html]


		Documentation on how to build and run the service can be found in the IAM GitBook manual [https://www.gitbook.com/book/andreaceccanti/iam/details] or on Github [https://github.com/indigo-iam/iam/blob/master/SUMMARY.md].











Known Issues



		N/A











List of Artifacts


Docker Container:



		indigodatacloud/iam-login-service:indigo_1 [https://hub.docker.com/r/indigodatacloud/iam-login-service/]













Documentation



		INDIGO IAM GitBook [https://indigo-dc.gitbooks.io/iam/content/]











Support



		INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]


		INDIGO AAI Task Force mailing list [https://lists.indigo-datacloud.eu/sympa/sigrequest/indigo-aai-tf]


		INDIGO AAI on Slack [https://indigo-aai.slack.com/]
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Seventh Update of INDIGO-1 - 03.02.2017


The Seventh Update of INDIGO-1 release contains:



		CloudProviderRanker v. 0.5.2


		CloudInfoProvider v. 0.10.0


		Infrastructure Manager v1.5.0


		Ophidia v. 0.11.0


		Monitoring - Zabbix-probes v. 1.02


		TOSCA-parser v. 0.7.1


		udocker v. 1.0.1


		WaTTSon v. 1.0.0






[bookmark: cpr]CloudProviderRanker v.0.5.2



What’s new



		This release provides new functionality like  the abbility to retrieve and set of priority and normalization parameters by mean of 4 new APIs:
		/custom-paas-parameters


		/get-paas-parameters


		/get-sla-parameters


		/custom-sla-parameters














List of RfCs



		Features:
		#5 [https://github.com/indigo-dc/CloudProviderRanker/issues/5] - Need to get/modify normalization parameters








		More information about bug fixes and other developments can be found on our GitHub CloudProviderRanker issue tracker [https://github.com/indigo-dc/CloudProviderRanker/issues]








Installation & Configuration



		It is enough to upgrade the package and restart the service:

/etc/init.d/cloudproviderranker (stop/start)


		Service Reference Card is available here [https://indigo-dc.gitbooks.io/cloud-provider-ranker/content/chapter6.html]








Artefacts


Packages:



		CentOS7
		CloudProviderRanker-0.5.2-1.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/CloudProviderRanker-0.5.2-1.noarch.rpm]








		Ubuntu 14.04
		CloudProviderRanker-0.5.2-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/CloudProviderRanker-0.5.2-1_all.deb]
















[bookmark: cip]CloudInfoProvider: cloud-info-provider-indigo, v 0.10.0 & cloud-info-provider: 0.7.0



What’s new



		This update provides reepositories and packaging refactoring:
		INDIGO-related content has been moved to a dedicated repository and the cloud-info-provider is now using the stock version as features developed in the context of INDIGO have been merged in it.


		With this update it is possible to have only the cloud-info-provider package to register site information in both the CMDB and a Site BDII just by using different arguments and templates.


		INDIGO-related templates are deployed by the cloud-info-provider-indigo package.














List of RfCs



		#28 [https://github.com/indigo-dc/cloud-info-provider/issues/28] - Splitting repositories/packages


		Documentation update related to new splitted packages


		Ansible role update to use new splitted packages








Installation & Configuration



		No manual intervention should be needed, but in case there are existing cron tasks they will have to take into account the following changes:
		cloud-info-provider-indigo-service has been renamed to cloud-info-provider-service as cloud-info-provider is now using the stock version


		/etc/cloud-info-provider-indigo has been renamed to /etc/cloud-info-provider as cloud-info-provider is now using the stock version. If needed copy any customization to the new directory.








		RHEL

yum clean all && yum update cloud-info-provider-indigo


		Ubuntu

apt-get update && apt-get install -V python-cloud-info-prov








Artefacts



		RedHat
		cloud-info-provider-indigo-0.10.0-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/cloud-info-provider-indigo-0.10.0-1.el7.centos.noarch.rpm] - All INDIGO-specific content (JSON templates, send-to-cmdb script and documentation). Dependent on cloud-info-provider.


		cloud-info-provider-0.7.0-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/cloud-info-provider-0.7.0-1.el7.centos.noarch.rpm] - Upstream version of the cloud-info-provider including changes made in the context of INDIGO.








		Ubuntu
		python-cloud-info-provider-indigo_0.10.0_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-cloud-info-provider-indigo_0.10.0_all.deb]


		python-cloud-info-provider_0.7.0_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-cloud-info-provider_0.7.0_all.deb]








		ansible-role-cloud-info-provider: 0.1.0. Ansible role has been updated to work with the splitted packages.










[bookmark: im]Infrastructure Manager v 1.5.0



What’s new



		The updated version of the IM provides several bugfixes and improvements like:
		Remove DATA_FILE from configuration. Only DB now.


		Remove use of insecure Pickle data.


		Support for Understanding VPC-related Network Information.


		Support INDIGO Openstack sites as single site.


		Several improvements and bugfixes.














List of RfCs



		Issue #188 [https://github.com/grycap/im/issues/188] - Add support for OpenStack pool name in OCCI connector


		Issue #148 [https://github.com/grycap/im/issues/148] - Add FW creation support in GCE connector


		Issue #175 [https://github.com/grycap/im/issues/175] - Kubernetes errors


		Issue #171 [https://github.com/grycap/im/issues/171] - Improve Docker connection with network management


		Issue #167 [https://github.com/grycap/im/issues/167] - Bugfix killing child processes


		Issue #161 [https://github.com/grycap/im/issues/161] - Error in GCE connector in case of multiples nodes


		Issue #140 [https://github.com/grycap/im/issues/140] - Move connectors from httplib to requests lib


		Issue #110 [https://github.com/grycap/im/issues/110] - Improve data management in DB to enable HA


		Issue #141 [https://github.com/grycap/im/issues/141] - Move Azure connector to Resource Groups API:


		Issue #134 [https://github.com/grycap/im/issues/134] - Try to change not maintainer SOAPpy lib


		Issue #129 [https://github.com/grycap/im/issues/129] - Save IM data in JSON format


		Issue #111 [https://github.com/grycap/im/issues/111] - Use Vault to improve security in recipes management:


		Issue #119 [https://github.com/grycap/im/issues/119] - Set restrictive permissions in the master VM data dir:


		Issue #132 [https://github.com/grycap/im/issues/132] - Support for Understanding VPC-related Network Information


		Issue #122 [https://github.com/grycap/im/issues/122] - Support INDIGO Openstack sites as single site








Installation & Configuration



		To upgrade to the last version first you have to install the new version using yum or apt tool:

# yum update IM

# apt install python-im



		As there is a change in the DB format. Old 1.4.X data must be updated. Use the script: db_1_4_to_1_5.py to update the DB format:
		In case that you were using a DATA_FILE to store the IM data (the default option in old version of IM), define the DATA_DB in the im.cfg file.


		Execute the script db_1_4_to_1_5.py (https://raw.githubusercontent.com/grycap/im/master/scripts/db_1_4_to_1_5.py).
		In case that you were using a DATA_FILE you have to specify it as the first parameter of the script.


		If you were using a DATA_DB to store your data this parameter is not needed.








		The data will be moved to the new format and old data will be renamed as table inf_list_XXXXXX.








		For containers
		Stop the old container:

# sudo docker stop im



		Remove the old container:

# sudo docker rm im



		Pull the new image version:

# sudo docker pull indigodatacloud/im 



		Start the new version:
# sudo docker run -d -p 8899:8899 -p 8800:8800 -e IM_DATA_DB=mysql://username:password@server/db_name --name im indigodatacloud/im
















Artefacts



		CentOS7
		IM-1.5.0-1.el7.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/IM-1.5.0-1.el7.noarch.rpm]








		Ubuntu14.04
		python-im_1.5.0-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-im_1.5.0-1_all.deb]








		Container
		indigodatacloud/im:indigo_1 [https://hub.docker.com/r/indigodatacloud/im/tags/]
















[bookmark: ophidia]Ophidia v. 0.11.0



What’s new



		This version includes stronger support for custom missing values, the new “watch” command for the terminal to repeat periodically the submission (e.g. useful to control workflow status), a simplified configuration and some bug fixes and optimizations for massive and interactive operations.








List of RfCs



		Fixed:
		Bug regarding metadatakey table update on cube deletion


		Bug #9 [https://github.com/OphidiaBigData/ophidia-analytics-framework/issues/9]


		Bug #7 [https://github.com/OphidiaBigData/ophidia-analytics-framework/issues/7]


		Bug #5 [https://github.com/OphidiaBigData/ophidia-analytics-framework/issues/5]


		Unit tests


		Bug that raises an error message at the end of leaf tasks


		Bug when an interactive task is terminated by OPH_CANCEL


		Bugs in building the list of cubes to be processed by ‘exit action’


		Bug in oph_sub_array, oph_div_array, oph_dump ans oph_to_bin primitives








		Added:
		Max and min operations to OPH_INTERCUBE operator


		Argument ‘status_filter’ to OPH_RESUME operator XML file


		Support for missing values to several operators and primitives


		Support for base64-encoded dimensions #10 [https://github.com/OphidiaBigData/ophidia-analytics-framework/issues/10]


		Watch command


		Use of BASE_SRC_PATH as prefix of files involved in massive and interactive operations








		Changed:


		OPH_EXPORTNC2 to handle multiple row selection and export


		OPH_INTERCUBE operator to allow comparison of cubes stored on different IO nodes


		Configuration parameters names in oph_configuration (framework) and ophidiadb.conf (server)


		Disabled usage of libSSH by default


		Number of cores to execute each light task of final task to 1


		View command to filter jobs based on their status


		Removed:
		oph_dim_configuration from framework file (unified with oph_configuration)


		OPH_IMPORTNC and OPH_IMPORTNC2 operators (deprecated)








		For more details please read the Release Notes of Ophidia-0.11.0-0 [https://indigo-dc.gitbooks.io/ophidia/content/release_notes.html]








Installation & Configuration



		In order to perform an update please carefully read the instructions available in the Ophidia Upgrade Guide](https://indigo-dc.gitbooks.io/ophidia/content/upgrade.html)


		Ophidia Service Reference Card [https://indigo-dc.gitbooks.io/ophidia/content/service_reference_card.html]










Artefacts


Packages:



		Ubuntu 14.04
		ophidia-analytics-framework_0.11.0-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-analytics-framework_0.11.0-0_amd64.deb]


		ophidia-primitives_0.11.0-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-primitives_0.11.0-0_amd64.deb]


		ophidia-server_0.11.0-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-server_0.11.0-0_amd64.deb]


		ophidia-terminal_0.11.0-0_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ophidia-terminal_0.11.0-0_amd64.deb]








		CentOS 7
		ophidia-analytics-framework-0.11.0-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-analytics-framework-0.11.0-0.el7.centos.x86_64.rpm]


		ophidia-primitives-0.11.0-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-primitives-0.11.0-0.el7.centos.x86_64.rpm]


		ophidia-server-0.11.0-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-server-0.11.0-0.el7.centos.x86_64.rpm]


		ophidia-terminal-0.11.0-0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/ophidia-terminal-0.11.0-0.el7.centos.x86_64.rpm]














[bookmark: zp]Monitoring  - Zabbix-probes v. 1.02



What’s new



		The current update provides new probes - Mesos cluster probes which includes probes for Mesos, Marathon and Chronos








List of RfCs



		New feature:
		Implemented Mesos, Chronos and Marathon probes














Installation & Configuration



		The Monitoring - Zabbix probes documentation has been updated and is available at https://www.gitbook.com/book/indigo-dc/monitoring/details


		New probe documentation is available at: https://indigo-dc.gitbooks.io/monitoring/content/doc/mesos.html








Artefacts



		CentOS7
		MesosZabbixProbe-1.01-1.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/MesosZabbixProbe-1.01-1.noarch.rpm]








		Ubuntu14.04
		mesos-zabbix-probe-1.01.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/mesos-zabbix-probe-1.01.deb]
















[bookmark: synergy]Synergy Service, v. 1.4.0  and Scheduler Manager, v. 2.3.0



What’s new


This update brings the support for the OpenStack Mitaka version and many new features and bug fixes like



		new Synergy Service features:
		Synergy CLI command enhanced to support SSL








		new Synergy Schedule Manager features:
		Retry mechanism improved


		Added support for the automatic recycle of DB connections


		Added support for Keystone domains


		Added support for AMQP HA to NovaManager


		Enable SSL for OpenStack Trust


		NovaManager and KeystoneManager enhanced to support SSL














List of RfCs



		List of RfCs are available at:
		https://launchpad.net/synergy-service/+milestone/1.4.0


		https://launchpad.net/synergy-scheduler-manager/+milestone/2.3.0














Installation & Configuration



		https://indigo-dc.gitbooks.io/synergy-doc/content/


		Service Reference Card: https://indigo-dc.gitbooks.io/synergy-doc/content/doc/service_reference_card.html


		Update/Upgrade Synergy packages: https://indigo-dc.gitbooks.io/synergy-doc/content/doc/admin.html








Artefacts


Packages:



		CentOS7
		Liberty
		python-synergy-service-1.4.0-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/python-synergy-service-1.4.0-1.el7.centos.noarch.rpm]


		python-synergy-scheduler-manager-2.3.0-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/python-synergy-scheduler-manager-2.3.0-1.el7.centos.noarch.rpm]








		Mitaka
		python-synergy-service-1.4.0-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/python-synergy-service-1.4.0-1.el7.centos.noarch.rpm]


		python-synergy-scheduler-manager-2.3.0-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/python-synergy-scheduler-manager-2.3.0-1.el7.centos.noarch.rpm]














		Ubuntu 14.04
		Liberty
		python-synergy-service_1.4.0_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-synergy-service_1.4.0_all.deb]


		python-synergy-scheduler-manager_2.2.2_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-synergy-scheduler-manager_2.2.2_all.deb]








		Mitaka
		python-synergy-service_1.4.0_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-synergy-service_1.4.0_all.deb]


		python-synergy-scheduler-manager_2.3.0_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-synergy-scheduler-manager_2.3.0_all.deb]






















[bookmark: tp]TOSCA-parser v. 0.7.1



What’s new



		The updated version of TOSCA-parser addresses minor bug fixes and integrates the changes made upstream (in openstack/tosca-parser v.0.7).








Installation & Configuration


In order to update the packages please use:



		For CentOS 7:

# yum clean all && yum update tosca-parser



		For Ubuntu 14:04:

# apt-get update && apt-get install python-tosca-parser









Artefacts



		CentOS7
		tosca-parser-0.7.1-1.el7.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/centos7/x86_64/updates/tosca-parser-0.7.1-1.el7.noarch.rpm]








		Ubuntu14.04
		python-tosca-parser_0.7.1-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-tosca-parser_0.7.1-1_all.deb]
















[bookmark: ud]udocker v. 1.0.1



What’s new



		udocker version 1.0.1 provides support for private docker repositories, better support for docker registry v2 API, verification of image layers integrity, improved download handling, Improved message handling, and packages for CentOS 7 and Ubuntu 14.04.








List of RfCs



		Bug fixes
		Minor bugfixes


		Executable name changed from udocker.py to udocker


		Insecure flag fixed








		New features and improvements
		Added support for login into docker repositories


		Added support for private repositories


		Added support for listing of v2 repositories catalog


		Added checksum verification for sha256 layers


		Improved download handling for v1 and v2 repositories


		Improved installation tarball structure


		Address seccomp change introduced on kernels >= 4.8.8


		Utilities for packaging


		#24 [https://github.com/indigo-dc/udocker/issues/24] - Improved verbose levels, messaging and output


		#29 [https://github.com/indigo-dc/udocker/issues/29] - Fully implement support for registry selection –registry parameter


		#30 [https://github.com/indigo-dc/udocker/issues/24] - Provide support for private repositories e.g. gitlab registries


		#31 [https://github.com/indigo-dc/udocker/issues/24] - Provide –insecure command line parameter for SSL requests














Installation & Configuration



		GitBook available at: https://www.gitbook.com/book/indigo-dc/udocker/details


		in addition a udocker.1 man page is also distributed


		How to update/upgrade an already deployed service
		The information is available in the installation_manual in GitBook


		For the users using the tarball

curl http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/tgz/udocker-1.0.1.tar.gz > udocker-1.0.1.tar.gz
export UDOCKER_TARBALL=$(pwd)/udocker-1.0.1.tar.gz
tar xzvf $UDOCKER_TARBALL udocker
./udocker # automatically updates the installation from the tarball














Artefacts



		The binary tarball udocker-1.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/tgz/udocker-1.0.1.tar.gz] is very important for the current users as they cannot rely on RPMs and DEBs.


		CentOS7
		udocker-1.0.1-1.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/udocker-1.0.1-1.noarch.rpm]


		udocker-preng-1.0.1-1.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/udocker-1.0.1-1.noarch.rpm]








		Ubuntu14.04
		udocker_1.0.1-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/udocker_1.0.1-1_all.deb]


		udocker-preng_1.0.1-1_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/udocker-preng_1.0.1-1_amd64.deb]
















[bookmark: wt]TTSc -> WaTTSon v. 1.0.0



What’s new



		WaTTSon is a complete reimplementation of the TTS client in the Go programming language.








List of RfCs



		As WaTTSon is used in functional testing of WaTTS and might also be used by other applications it has:
		a flag to support pure json output (https://github.com/indigo-dc/wattson/issues/2)


		supporting both protocols, for TTS v0.4 and for the upcomming WaTTS 1.0 (https://github.com/indigo-dc/wattson/issues/3)


		supporting the upcoming advanced requests, which are request with parameter (https://github.com/indigo-dc/wattson/issues/8)
calles wattson, to have no name clash with ttsc, which might be still present on some systems (https://github.com/indigo-dc/wattson/issues/10)














Installation & Configuration



		Documentation is written as README [https://github.com/indigo-dc/wattson/blob/master/README.md] and GitBook [https://indigo-dc.gitbooks.io/wattson/content/]


		No need to upgrade/deploy it is just a single binary command line client to execute:
		after enabling the INDIGO-DataCloud repositories jsut do:
yum install wattson

apt-get install wattson














Artefacts



		CentOS7


		wattson-1.0.0.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/wattson-1.0.0.el7.centos.x86_64.rpm]


		Ubuntu14.04
		wattson-1.0.0-amd64.de [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/wattson-1.0.0-amd64.deb]
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Deployment Notes
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Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Kubernetes


Summary:



		Release Notes
		What’s new


		Support















Release Notes


We provide documentation [https://indigo-dc.gitbooks.io/kubernetes/content/] on how to setup a Kubernetes Cluster together with a shell script and Ansible playbook for the installation, uploaded to the git: https://github.com/indigo-dc/kubernetes






Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Eighth Update of INDIGO-1 - 01.03.2017


The Eight Update of INDIGO-1 release contains:



		


		Infrastructure Manager v1.5.1


		Nova-Docker v. 13.0.0


		rOCCI_cli v. 3.4.9






[bookmark: im]Infrastructure Manager v 1.5.1



What’s new



		The updated version of the IM provides several bugfixes and improvements like:
		Fix Error saving TOSCA data


		Improve load data.


		Fix Bug in IM in HA mode getting old data.


		Bootstrap ansible master VM with python if it does not have it installed.


		Fix Error configuring VMs with sudo with password.


		Fix errors in EC2, GCE and OCCI connectors.


		Update OpenNebula to new TTS API














List of RfCs



		Error in GCE connector in case of multiples nodes: https://github.com/grycap/im/issues/161


		OCCI conn must provide ID of the storage and storagelinks: https://github.com/grycap/im/issues/249


		Add new timeout config value for SSH access: https://github.com/grycap/im/issues/244


		Error getting provider_id in case that is not specified in the first net: https://github.com/grycap/im/issues/240


		Check REST API compatibility with new versions of CherryPy: https://github.com/grycap/im/issues/219


		Update EC2 instance types to new ones: https://github.com/grycap/im/issues/226


		Improve Error Message for InvalidParameterCombination: https://github.com/grycap/im/issues/228


		Error in OCCI connection getting VM ID in some OpenStack sites: https://github.com/grycap/im/issues/236


		Error in OCCI connector on start or stop VMs: https://github.com/grycap/im/issues/234


		Issue in GCE that removes last line in authorized_keys: https://github.com/grycap/im/issues/229


		SSL Error in OCCI conector: https://github.com/grycap/im/issues/223


		Improve load data: https://github.com/grycap/im/issues/200


		Bug in IM in HA mode getting old data: https://github.com/grycap/im/issues/210


		Incorrect error message in case of error deleting a SG in EC2 conn: https://github.com/grycap/im/issues/208


		Error configuring VMs with sudo with password: https://github.com/grycap/im/issues/204


		InvalidPermission.Duplicate when opening ports for TOSCA Template: https://github.com/grycap/im/issues/203


		Bootstrap ansible master VM with python if it does not have it installed: https://github.com/grycap/im/issues/201


		Merge correctly local /etc/hosts with IM generated data enhancement: https://github.com/grycap/im/issues/199


		Weird error when not specifying image information to an IM in single-site mode: https://github.com/indigo-dc/im/issues/157


		Enable to use TOSCA functions in all sections: https://github.com/indigo-dc/im/issues/149


		Error trying to decode OIDC auth token: https://github.com/indigo-dc/im/issues/154


		Update OpenNebula to new TTS API: https://github.com/indigo-dc/im/issues/145


		Add Ctxt log attribute for INDIGO Compute node: https://github.com/indigo-dc/im/issues/144


		DependencyViolation when deploying the Mesos TOSCA Template: https://github.com/indigo-dc/im/issues/134


		InvalidPermission.Duplicate when opening ports for TOSCA Template: https://github.com/indigo-dc/im/issues/136


		Error saving TOSCA data: https://github.com/indigo-dc/im/issues/135








Installation & Configuration



		To upgrade to the last version first you have to install the new version using yum or apt tool:

# yum update IM

# apt install python-im



		As there is a change in the DB format. Old 1.5.0 data must be updated. Use the script: db_1_5_0_to_1_5_1.py [https://raw.githubusercontent.com/indigo-dc/im/master/scripts/db_1_5_0_to_1_5_1.py] to update the DB format (if you have installed 1.5.0 version)
or db_1_4_to_1_5.py [https://raw.githubusercontent.com/indigo-dc/im/master/scripts/db_1_4_to_1_5.py] (if you have installed 1.4.X version):
		Install new IM 1.5.1 version.


		In case that you were using a DATA_FILE to store the IM data (in case of 1.4.X version), define the DATA_DB in the im.cfg file.


		Execute the script .
		In case that you were using a DATA_FILE you have to specify it as the first parameter of the script.
If you were using a DATA_DB to store your data this parameter is not needed.








		The data will be moved to the new format and old data will be renamed as table inf_list_XXXXXX.








		To update the container the user has to:
		Stop the old container:

# sudo docker stop im



		Remove the old container:

# sudo docker rm im



		Pull the new image version:

# sudo docker pull indigodatacloud/im 



		Start the new version:
# sudo docker run -d -p 8899:8899 -p 8800:8800 -e IM_DATA_DB=mysql://username:password@server/db_name --name im indigodatacloud/im
















Artefacts



		CentOS7
		IM-1.5.1-1.el7.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/IM-1.5.1-1.el7.noarch.rpm]








		Ubuntu14.04
		python-im_1.5.1-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-im_1.5.1-1_all.deb]








		Container
		indigodatacloud/im:indigo_1 [https://hub.docker.com/r/indigodatacloud/im/tags/]
















[bookmark: nd]Nova-Docker v. 13.0.0



What’s new



		The new version provides better jsut a repackage for Mitaka CMF








Installation & Configuration



		Please follow the instructions provided at the link - https://indigo-dc.gitbooks.io/openstack-nova-docker/content/docs/install.html`









Artefacts



		CentOS7
		python-nova-docker-13.0.4_indigo-1.el7.local.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/centos7/x86_64/updates/python-nova-docker-12.0.4_indigo-1.el7.local.noarch.rpm]








		Ubuntu14.04
		nova-compute-docker_13.0.0_indigo-1_all.deb  [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/nova-compute-docker_12.0.0_indigo-1_all.deb]


		python-nova-docker_13.0.0_indigo-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-nova-docker_12.0.0_indigo-1_all.deb]
















[bookmark: roc]rOCCI-cli v. 3.4.9



What’s new


This is a maintenance release for the 4.3.x series. It introduces, among others:



		Added support for actions returning mixin(s)


		Added support for resizing via partial updates, e.g. `--action update --resource /compute/XYZ --mixin resource_tpl#small`








List of RfCs



		support for actions returning mixins


		support for resizing via partial updates








Installation & Configuration



		Details are available at rOCCI on GitBOOK [https://www.gitbook.com/book/indigo-dc/rocci/details]








Artefacts



		CentOS7
		occi-cli-4.3.9+20170214132548-1.el7.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/occi-cli-4.3.9+20170214132548-1.el7.x86_64.rpm]








		Ubuntu14.04
		occi-cli_4.3.9+20170214125535-1_amd64.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/occi-cli_4.3.9+20170214125535-1_amd64.deb]
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FutureGateway jSAGA Adaptors v. v0.0.1


jSAGA-adaptor-tosca:



		Adaptor to instantiate resources woth TOSCA





jSAGA-adaptor-rocci:



		Using the JSAGA adaptor for OCCI-compliant cloud middleware stacks supporting the OCCI standard, user can:
		switching on the VM pre-installed with the required application,


		establishing a secure connection to it signed using a digital “robot” certificate,


		staging the input file(s) in the VM,


		executing the application,


		retrieving the output file(s) at the end of the computation and


		killing the VM.











Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


First official release of the TOSCA and rOCCI adaptors


Supported Platforms:



		Linux(ELx/Deb), MacOSx


		Ubuntu 14.04 Server, CentOSX, MacOSx









List of RfCs



		N/A













Deployment Notes


Installation methods



		Clone from jsaga-adaptor-tosca [https://github.com/indigo-dc/jsaga-adaptor-tosca] and jsaga-adaptor-rocci [https://github.com/indigo-dc/jsaga-adaptor-rocci]or install it through PortalSetup scripts [https://github.com/indigo-dc/PortalSetup]


		Download tarballs, jsaga-adaptor-tosca-0.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/jsaga-adaptor-tosca-0.0.1.tar.gz] and jsaga-adaptor-rocci-0.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/jsaga-adaptor-rocci-0.0.1.tar.gz] from the INDIGO-DC repositories.











Known Issues



		N/A











Documentation



		Please refer to FutureGateway documentation [https://www.gitbook.com/book/ricsxn/futuregateway/details]











List of Artifacts


Tarballs:



		Centos 7
		jsaga-adaptor-rocci-0.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/jsaga-adaptor-rocci-0.0.1.tar.gz]


		jsaga-adaptor-tosca-0.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/jsaga-adaptor-tosca-0.0.1.tar.gz]








		Ubuntu14.04:
		jsaga-adaptor-rocci-0.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/source/jsaga-adaptor-rocci-0.0.1.tar.gz]


		jsaga-adaptor-tosca-0.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/source/jsaga-adaptor-tosca-0.0.1.tar.gz]

















Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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FutureGateway Portal Setup


The Portal Setupproject is a script collection for automatic installation of the FutureGateway portal and its development environment.


Summary:



		Updates
		fgPortalSetup v. 0.0.5 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/fifth_update_of_indigo-1.html#fg]


		fgPortalSetup v. 0.0.4 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#fg]


		fgPortalSetup v. 0.0.3 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/first_update_of_indigo-1.html#fgps]
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Release Notes v. 0.0.2






What’s new


First release of the FutureGateway PortalSetup scripts-collection


The OS platform should be automatically identified while the script runs. Each setup file has the form setup_*, where * refers to a specific component and some of them require to be executed as root or by sudo. Please notice that OS specific intallation scripts are collected inside dedicated directories.


Supported platforms:



		MacOSX 10.11; it requires brew


		EL6/7 Tested with CentOS6


		Debian Tested with Ubuntu









List of RfCs



		N/A













Deployment Notes



		use the tarballs from the INDIGO-DC repositories











Known Issues



		N/A











Documentation



		README on GitHub [https://github.com/indigo-dc/PortalSetup/blob/master/README.md]











List of Artifacts


Tarballs:



		CentOS 7 - PortalSetup-v0.0.2.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/PortalSetup-v0.0.2.tar.gz]


		Ubuntu 14.04 - PortalSetup-v0.0.2.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/source/PortalSetup-v0.0.2.tar.gz]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Keystone AAI support v. 1.0.0


Summary:



		Release Notes
		Support















Release Notes


The “Keystone AAI Support” is a guide on how to configure OpenStack Keystone to support the INDIGO - DataCloud Identity and Access Management (IAM) OpenID Connect based authentication.


The documentation is available here [https://www.gitbook.com/book/indigo-dc/openid-keystone/details], and contains stept-by-step guides  details on:



		INDIGO-DataCloud IAM Configuration [https://indigo-dc.gitbooks.io/openid-keystone/content/indigo-configuration.html]


		Google Auth Configuration [https://indigo-dc.gitbooks.io/openid-keystone/content/google-configuration.html]


		Configuring Multiple OpenID Providers [https://indigo-dc.gitbooks.io/openid-keystone/content/various-idps.html]









Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Liferay IAM


LiferayIAM [https://indigo-dc.gitbooks.io/liferay-iam-connector/content/] is a set of modules for authentication using INDIGO-DATACLOUD IAM service.


These modules implement the authentication using OpenID Connect protocol and they are able to manage the additional information provided by IAM such as the user groups and others. Additionally, the modules made available the access token for application running in the portal, or external to the portal, using the remote APIs.


The code of the modules is based on some of the modules provided with Liferay 7.0 for the authentication with facebook and google and their configuration and management is very similar.


Summary:



		Updates
		LiferayIAM v. 1.1.1 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/second_update_of_indigo-1.md#li]


		LiferayIAM v. 1.1 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/first_update_of_indigo-1.md#li]









		Release Notes v. 1.0
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts









		Documentation


		Support









Release Notes v. 1.0






What’s new


Specific product release notes for the version included in INDIGO-1 release



		The package introduces OpenIdConnect authentication and basic authorisation using INDIGO-Datacloud IAM service on Liferay


		Provides APIs to portlet and other applications running with Liferay for managing the OAuth token. These allow to get the token and check the validity.





Supported Platforms



		Any Operating System with Java8 and Liferay 7.0.x









List of RfCs



		N/A













Deployment Notes


Installation Methods:



		using ansible role: https://github.com/indigo-dc/ansible-role-liferay-iam


		manually using instructions on the documentation: https://indigo-dc.gitbooks.io/liferay-iam-connector/content/doc/admin.html











Known Issues



		N/A











List of Artifacts


Tarballs:



		LiferayIAM-binary-v1.0.tgz













Documentation



		LiferayIAM GitBook [https://www.gitbook.com/book/indigo-dc/liferay-iam-connector/details]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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OpenStack NOVA Client v. 5.0.1.dev3


This is a client for the OpenStack Nova API. There’s a Python API (the novaclient module), and a command-line script (nova). Each implements 100% of the OpenStack Nova API.


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


This version adds in OpenStack Nova support for INDIGO developments (preemptible instances, etc.)


Supported Platforms:



		CentOS7, Ubuntu14.04, OpenStack









List of RfCs



		N/A













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install python2-novaclient



		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install python-novaclient



		See the OpenStack CLI guide [http://docs.openstack.org/cli-reference/nova.html] for information on how to use the nova command-line tool. You may also want to look at the OpenStack API documentation [http://developer.openstack.org/api-ref-compute-v2.1.html].











Known Issues



		N/A











List of Artifacts


Packages:



		python2-novaclient-5.0.1.dev3-0indigo.el7.centos.noarch.rpm


		python3-novaclient_5.0.1.dev3-indigo2_all.deb


		python-novaclient_5.0.1.dev3-indigo2_all.deb


		python-novaclient-doc_5.0.1.dev3-indigo2_all.deb













Documentation



		The product extends the current set of operations of python-novaclient by adding the preemptible option, needed by OPIE product. The documentation included in OpenStack Preemptible Instances Extension (OPIE) cover this new functionality added to the API.











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Sixth Update of INDIGO-1 - 30.12.2016


The Sixth Update of INDIGO-1 release contains:



		INDIGO IAM v. 0.5.0


		LiferayIAM v. 1.2.1


		Onedata v. 3.0.0.11


		Orchestrator v. 1.2.1-FINAL


		Synergy Service, v. 1.3.0 and Scheduler Manager, v. 2.2.2






[bookmark: iam]INDIGO IAM v.0.5.0



What’s new



		This release provides new functionality and some bug fixes like the possible for users to link external authentication accounts
(Google, SAML) to the user IAM account and to register at the IAM starting from an external authentication








List of RfCs



		Features:
		#39 [https://github.com/indigo-iam/iam/issues/39] - As an authenticated user, I can link an external SAML or OIDC account to my IAM account


		#40 [https://github.com/indigo-iam/iam/issues/40] - As an autenticated user, I can change my password


		#44 [https://github.com/indigo-iam/iam/issues/44] - It is now possible to register at the IAM using one of supported external authentication mechanism


		#46 [https://github.com/indigo-iam/iam/issues/46] - The IAM now exposes an authority management endpoint (integrated in the dashboard) that allows to assign/remove administrative rights to/from users


		#59 [https://github.com/indigo-iam/iam/issues/59] - The IAM now provides a refactored SAML WAYF service that remembers the identity provider chosen by the user.








		Bug fixes:
		#32 [https://github.com/indigo-iam/iam/issues/32] - The IAM now provides a refactored SAML WAYF service that remembers the identity provider chosen by the user.


		#34 [https://github.com/indigo-iam/iam/issues/34] - Group creation in the dashboard now behaves as expected


		#49 [https://github.com/indigo-iam/iam/issues/49] - Editing first name/family name fails on the dashboard


		#51 [https://github.com/indigo-iam/iam/issues/51], #52 [https://github.com/indigo-iam/iam/issues/52] -Improved token exchange documentation


		#53 [https://github.com/indigo-iam/iam/issues/53] - SCIM: the SCIM create group endpoint should not require clients to provide a uuid


		#56 [https://github.com/indigo-iam/iam/issues/56] - The IAM discovery endpoint does not advertise support for the resource owner password credential flow


		#65 [https://github.com/indigo-iam/iam/issues/65] - It is now possible to set custom SAML maxAssertionTime and maxAuthenticationAge to customize how the SAML filter should check incoming SAML responses and assertions








		More information about bug fixes and other developments can be found on our HitHub IAM issue tracker [https://github.com/indigo-iam/iam/releases/tag/v0.5.0]








Installation & Configuration



		If the installation was done following the the instructions available in the INDIGO-IAM Deployment and Administration Guide [https://indigo-dc.gitbooks.io/iam/content/doc/admin.html], please follow the following steps to upgrade:

docker pull indigodatacloud/iam-login-service 

docker stop iam-login-service 

docker rm iam-login-service 

docker run \ 

--name iam-login-service --net=iam -p 8080:8080 \ 

--env-file=/path/to//iam-login-service/env \ 

-v /path/to//keystore.jks:/keystore.jks:ro \ 

indigodatacloud/iam-login-service:indigo_1 



		Service Reference Card is available here [https://indigo-dc.gitbooks.io/iam/content/doc/admin.html]








Artefacts



		Docker Container:
		indigodatacloud/iam-login-service:indigo_1 [https://hub.docker.com/r/indigodatacloud/iam-login-service/tags/]
















[bookmark: li]LiferayIAM v. 1.2.1



What’s new



		This update fixes an important bug which prevent the correct validation of the token in some conditions.








List of RfCs



		Issue-21 [https://github.com/indigo-dc/LiferayIAM/issues/21] -  Token validation across portal failure








Installation & Configuration



		In order to use the latest version, 1.2.1, it is requested:
		To upgrade a running service people have to remove previous jar files and deploy upload the new packages.


		No configuration is requested, it is preserved from the previous installation.


		For more details on installation and upgrade see Service Reference Card [https://indigo-dc.gitbooks.io/liferay-iam-connector/content/doc/service_reference.html]








		Note: to remove the old version and copy the new files it is possible to use the Ansible Playbookavailable at:
		https://github.com/indigo-dc/ansible-role-liferay-iam/releases/tag/1.2.1














Artefacts



		CentOS 7
		LiferayIAM-binary-1.2.1.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/tgz/LiferayIAM-binary-1.2.1.tgz]








		Ubuntu14.04
		LiferayIAM-binary-1.2.1.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/LiferayIAM-binary-1.2.1.tgz]
















[bookmark: onedata]Onedata v. 3.0.0.11



What’s new


Onedata 3.0.0.11 INDIGO - DataCloud release improved performance and stability of all Onedata services, as compared to the initial release. New features, such as public shares and file/directory/space metadata support were added. Furthermore, data stored in Onezone and Oneprovider is now automatically processed when upgrading to new version.





List of RfCs


A complete changelog reflecting all bug fixed and new features is included in every Onedata repository on github in CHANGELOG.md. Furthermore, most notable issues were features were selected and included in this document.



		Onezone
		VFS-2633 Use specific package builders


		VFS-2582 Using GUI fix for blank notifications


		VFS-2390 Upgrade rebar to version 3


		Update one panel for extended configuration options


		Add ONEPANEL_DEBUG_MODE env variable to release docker entrypoint








		Oneclient
		VFS-2400 Update to new ceph and aws libraries


		Fix storage detection in case of unsupported space


		VFS-1963 Improve automatic storage discovery


		VFS-2316 Integrate new etls version.


		VFS-2250 Add base62 encoding and decoding to tokenHandler


		VFS-2272 Give precendence to env AUTHORIZATION_TOKEN.


		VFS-2270 Print out the hostname of client’s provider.


		VFS-2215 Remove the file immediately on unlink.








		Oneprovider
		VFS-2617 Changed metadata submenu to metadata panel


		VFS-2180 Improve links conflict resolution


		VFS-2180 Improve dbsync implementation


		VFS-2180 Use gen_server2 instead of erlang’s gen_server module


		VFS-2390 Fix handlers specification in REST API


		VFS-2390 Update rebar to version 3


		VFS-2180 Allow for concurrent file creation


		Update interfaces


		Increase system performance


		Update one panel for extended configuration options


		Add ONEPANEL_DEBUG_MODE env variable to release docker entrypoint


		VFS-2395 Added scrolling to element when clicking settings icon.


		Turn off HSTS by default, allow configuration via app.config


		Update file consistency management


		Enable metadata caching


		Extend support for user-defined metadata


		Update Web_GUI and REST API


		Enable Symmetric Multiprocessing


		VFS-2773 Listen to more changes in /changes api and add a few new tests.


		VFS-2764 Fix directories having 0B size in GUI


		VFS-2764 Fix size of files being zero right after upload


		VFS-2662 Append new files to the beginning of the files list


		VFS-2662 Implement file creation compatible with pagination model


		VFS-2400 Update to new ceph and aws libraries


		VFS-2524 Improve translation of acl and xattr records.


		VFS-2524 Add basic attributes to /attributes endpoint.


		VFS-2524 Fix wrong file owner in cdmi.


		VFS-2524 Add copy operation to cdmi interface.


		VFS-2573 Repair custom metadata propagation


		VFS-2659 Rework user and group models


		VFS-2625 Fix public share view not retrieving fiels correctly


		VFS-2524 Add move operation to cdmi, split move and copy tests.


		VFS-2594 Add remove_metadata operation.


		VFS-2180 Implement support for read only spaces


		VFS-2456 Add metadata to public view


		VFS-2456 Implement first version of metadata backend


		VFS-2555 Add shares field to file attr.


		VFS-2405 Adjust to new shares API in OP


		VFS-2555 Improve share permissions and guest user management.


		VFS-2472 Convert metadata to from proplists to maps.


		VFS-2472 Unify file identifiers in REST interface.


		VFS-2472 Add listing and getting inherited xattrs to REST API.


		VFS-2309 oz test mock updated to match actual implementation


		VFS-2311 Add private RPC to retrieve file download URL


		VFS-2189 Close connection after file upload failure


		VFS-2303 Add metadata-id endpoint.


		VFS-2303 Add filters for getting metadata.


		VFS-2303 Add query-index rest endpoint.


		VFS-2269 Enable Symmetric Multiprocessing


		VFS-2303 Adjust metadata changes stream to the new metadata organization.


		VFS-2319 Reimplement monitoring using events


		VFS-2303 Add basic metadata operations.


		VFS-2049 Make file_consistency work after system restart.


		VFS-2049 Improve file_consistency model.


		VFS-2303 Add support for rdf metadata.


		VFS-2361 Turn off HSTS by default, allow configuration via app.confi











The list of open and closed issues can be found also in  GitHub:



		https://github.com/indigo-dc/onedata/issues (8 open/6 closed)


		https://github.com/indigo-dc/onezone/issues (0 open/0 closed)


		https://github.com/indigo-dc/oneclient/issues (0 open/0 closed)


		https://github.com/onedata/getting-started/issues (0 open/3 closed)








Installation & Configuration



		Update procedure
		There is no way to upgrade from previous release, the clean installation is needed.








		Documentation on clean installation is available at:
		https://onedata.org/docs/doc/getting_started/downloading_onedata.html


		https://onedata.org/docs/doc/getting_started/admin_onedata_101.html














Artefacts



		Recomended operating system for all Onedata services is Ubuntu 16.04.
		Oneclient:
		any platform that supports Docker Engine (>1.11)


		Ubuntu 14.04, 15.10, 16.04


		Centos 7


		Fedora 23








		Oneprovider:
		any platform that supports Docker Engine (>1.11)


		Ubuntu 15.10, 16.04


		Fedora 23








		Onezone:
		any platform that supports Docker Engine (>1.11)


		Ubuntu 15.10, 16.04


		Fedora 23














		Artefacts available from IDNIGO-DataCloud repositories:
		CentOS 7:
		oneclient-3.0.0.rc11.71.g4e1189e-1.el7.centos.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/oneclient-3.0.0.rc11.71.g4e1189e-1.el7.centos.x86_64.rpm]]








		Ubuntu 14.04:
		[oneclient_3.0.0.rc11.71.g4e1189e-1_amd64.deb](http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/ oneclient_3.0.0.rc11.71.g4e1189e-1_amd64.deb)








		Docker images:
		indigodatacloud/onezone:3.0.0.11


		indigodatacloud/oneprovider:3.0.0.11


		indigodatacloud/oneclient:3.0.0.11














		A repository supporting optional Operating Systems is available at http://onedata-dev-packages.cloud.plgrid.pl providing packages for Fedora 23, Ubuntu  15.10 and 16.10










[bookmark: orchestrator]Orchestrator v. 1.2.1-FINAL



What’s new



		The current update provides improved TOSCA templates parsing and IAM access token handling.








List of RfCs



		Fixes:
		Issue #157 [https://project.indigo-datacloud.eu/work_packages/157] - Check access token expiration date and signature








		Improvements:
		Issue #158 [https://project.indigo-datacloud.eu/work_packages/158] - Update default monitoring endpoint


		Issue #161 [https://project.indigo-datacloud.eu/work_packages/161] - Update custom INDIGO TOSCA types


		Issue #163 [https://project.indigo-datacloud.eu/work_packages/163] - Improve DB connection handling during shutdown














Installation & Configuration


This release require a parameter change regarding the zabbix wrapper endpoint - the environment variable provided during startup must be changed from: 

http://${host}:${port}/monitoring/adapters/zabbix/zones/indigo/types/*service*/groups/Cloud_Providers/hosts/

to 

http://${host}:${port}/monitoring/adapters/zabbix/zones/indigo/types/*infrastructure*/groups/Cloud_Providers/hosts/



Thus, the upgrade operations are:



		Stop the old container:

sudo docker stop orchestrator



		Remove the old container:

sudo docker rm orchestrator



		Pull the new image version:

sudo docker pull indigodatacloud/orchestrator:1.2.1-FINAL



		Start the new version:

docker run ...*updated parameters*... indigodatacloud/orchestrator:1.2.1-FINAL









Artefacts



		Docker Container:
		indigodatacloud/orchestrator:indigo_1 [https://hub.docker.com/r/indigodatacloud/orchestrator/]
















[bookmark: synergy]Synergy Service, v. 1.3.0  and Scheduler Manager, v. 2.2.2



What’s new


This update brings many new features and bug fixes like



		new Synergy Service features:
		added support for OpenStack DOMAIN to shell.py


		use pbr fully for easier package building








		new Synergy Schedule Manager features:
		OpenStack projects can now access to two distinct quota kinds: private and shared quota (see documentation)


		Synergy CLI command enhanced in order to be compliant with the OpenStack style


		KeystoneManager enhanced with the support of trust tokens; added the new “clock skew” feature needed for renewing the tokens a delta time before their expiration (new ‘clock_skew’ parameter)


		SchedulerManager enhanced with the implementation of the BACKFILL scheduling algorithm (new ‘backfill_depth’ parameter)


		NovaManager enhanced with the support to METADATA (new ‘metadata_proxy_shared_secret’ parameter)


		use pbr fully for easier package building








		breaking changes
		Synergy doesn’t rely anymore on nova.conf


		Synergy CLI changed (see documentation)


		now by default, the VMs are instantiated into the private quota. To select the shared quota, is needed to place special keys in the local user data file and pass it through the–user-data <user-data-file> parameter at instance creation (see user guide https://indigo-dc.gitbooks.io/synergy/content/user-guide.html)














List of RfCs


Changes for synergy-service since v1.0.1



		Features
		Added support for OpenStack DOMAIN to shell.py


		use pbr fully for easier package building








		Bug fixes
		Replaces uuid.uuid4 with uuidutils.generate_uuid


		[packaging] make docker aware of PKG_VERSION


		Update changelogs and system package versions


		Clean up oslo imports


		Update the Sphinx documentation


		fix packaging with docker and its documentation


		Distribute tabulate as part of Synergy


		Remove versions for required packages


		fix missing “requests” from the requirements


		Updated coverage configuration file


		fix docker packaging for CentOS


		fix wrong version of eventlet


		fix docs for packaging with Ubuntu


		fix to get the synergy version when packaging


		fix required packages when packaging


		RPM: don’t output errors on uninstallation


		Fix conf for AMQP virtual host


		Added unit tests


		Fixed destroy() method


		Fixed serializer


		Fixed logging for managers


		fix eventlet and dateutil required versions


		Fix requirement version pinning


		setup.cfg mod


		setup.cfg updated


		Use dependency pinning


		Streamline packaging with docker


		Cleanup tox.ini: Remove obsolete constraints


		improved serialization


		Managers are now serializable


		improved command shell by using the ‘tabulate’ module


		listManagers, startManager, stopManager and getManagerStatus methods now use the Managers serialization


		‘tabulate’ module dependence added


		updated unit tests


		changed entry points











Changes for synergy-scheduler-manager since v1.0.1



		Breaking changes
		Synergy doesn’t rely anymore on nova.conf








		Features
		Add the new clock_skew parameter for KeystoneManager


		Add a backfill_depth parameter


		CLI command “synergy usage show” enhanced


		Scheduler managers enhanced


		use pbr fully for easier package building








		Bug fixes
		Make SchedulerManager handle ERROR notifications


		fix: update required version of synergy-service


		[packaging] make docker aware of PKG_VERSION


		Synergy releases in advance the VMs that are going to be destroyed


		Queue.updatePriority() takes much time if the queue is large


		Invalid input for field/attribute quota_class_set


		KeystoneManager.authenticate() uses a wrong domain attribute


		Item readjustment fixed in PriorityQueue


		The FairshareManager should not use the Manager.condition var


		Fix scheduling when shared quota is disabled


		Update changelogs and system package versions


		Clean up oslo imports


		Method deserialize() fixed


		The QuotaCommand shows a wrong value (%) for the field ‘share’


		Remove versions for required packages


		fix git and pbr when packaging with docker


		fix synergy-service version in spec file (rpm)


		fix required packages when packaging


		fix to get the synergy version when packaging


		fix connection URL to RabbitMQ


		Added Queue class to synergy_scheduler_manager/common/queue.py


		Common objects and relative test units added


		Destroy() method fixed


		Fix requirement version pinning


		Use dependency pinning


		fix OpenStack CentOS repo for docker packaging


		Cleanup tox.ini: Remove obsolete constraints


		Add python-nova as a dependency








		Complete list of issues is available at: https://review.openstack.org/#/q/projects:openstack/synergy








Installation & Configuration



		Service Reference Card: https://indigo-dc.gitbooks.io/synergy/content/doc/service_reference_card.html


		Instructions on how to Update an already existing service are avalable here








Artefacts


Packages:



		CentOS7
		python-synergy-service-1.3.0-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/python-synergy-service-1.3.0-1.el7.centos.noarch.rpm]


		python-synergy-scheduler-manager-2.2.2-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/python-synergy-scheduler-manager-2.2.2-1.el7.centos.noarch.rpm]








		Ubuntu 14.04
		python-synergy-service_1.3.0_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-synergy-service_1.3.0_all.deb]


		python-synergy-scheduler-manager_2.2.2_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-synergy-scheduler-manager_2.2.2_all.deb]
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fgTools v. 1.0.0


fgTools are a collection of tools and utilities for general purpose usage such as: code and service maintenance, installation facilities, etc.:



		pushProxy - Timely provides robot proxies to a given set of target hosts


		updateCode - Utility to manage fgAPIServer (front-end) and APIServer daemon FutureGateway components.





Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


First release of the fgTools


Supported Platforms:



		Linux (deb/ELx), MacOSx


		Ubuntu 14.04, CentOSx, MacOSx









List of RfCs



		N/A













Deployment Notes



		use the tarballs from the INDIGO-DC repositories











Known Issues



		N/A











Documentation



		README on GitHub [https://github.com/indigo-dc/fgTools/blob/master/README.md]











List of Artifacts


Tarballs:



		CentOS 7 - fgTools-0.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/fgTools-0.0.1.tar.gz]


		Ubuntu 14.04 - fgTools-0.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/source/fgTools-0.0.1.tar.gz]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Core PaaS


The Core PaaS provide the basic functionalities/tools to steer the performance of all other PaaS services. In particular:



		the availability and scalability of the core services


		the monitoring of the Computational and Storage resources and of the PaaS µServices


		the accounting of the resource usage in terms of computing and storage





Components & Services:



		Accounting


		Monitoring


		Kubernetes









Installation and Configuration


In order to install:



		the Accounting components please follow its Instalation & Configuration Guide [https://indigo-dc.gitbooks.io/accounting/content/]


		For the Monitoring Components, the Zabbix-probes plugins, detailed instructions on installation and configuration can be found:
		for the Zabbix Probes - here [https://indigo-dc.gitbooks.io/monitoring/content/zabbix_probes.html]


		for the Zabbix Wrapper - here [https://indigo-dc.gitbooks.io/monitoring/content/zabbix_wrapper.html]








		for the Kubernetes clusters deployments please follow their specific documentation [https://indigo-dc.gitbooks.io/kubernetes/content/]
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Infrastructure Manager


The Infrastructure Manager (IM) is a tool that deploys complex and customized virtual infrastructures on IaaS Cloud deployments (such as AWS, OpenStack, etc.).



		It eases the access and the usability of IaaS clouds by automating the VMI (Virtual Machine Image) selection, deployment, configuration, software installation, monitoring and update of the virtual infrastructure.


		It supports APIs from a large number of virtual platforms, making user applications cloud-agnostic.


		In addition it integrates a contextualization system to enable the installation and configuration of all the user required applications providing the user with a fully functional infrastructure.





This version evolved in the INDIGO-Datacloud project [https://www.indigo-datacloud.eu/] by adding support to TOSCA documents as input for the infrastructure creation.


Summary:



		Updates
		IM v1.4.7 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#im]



		IM v1.4.8 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/fourth_update_of_indigo-1.html#im]









		Release Notes v1.4.6
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes v1.4.6






What’s new


Hihglihts of this release:



		Support for TOSCA 1.0 YAML specification with the custom node types described in https://github.com/indigo-dc/tosca-types/blob/master/custom_types.yaml


		Support for the Identity and Access Management Service (IAM).


		Support for deployment as a Docker container (available in https://hub.docker.com/r/indigodatacloud/im/)


		Support for the Token Translation Service (TTS) on OpenNebula Clouds.


		Improvements to access OpenStack Clouds that support IAM





Supported Platforms:



		Distributed as a Docker container


		Also distributed as DEB/RPMs packages supporting Ubuntu 14.04 / CentOS 7









List of RfCs



		Development followed via GitHub:  https://github.com/indigo-dc/im
		High-level tasks coordinated via WP5 OpenProject tasks [https://project.indigo-datacloud.eu/projects/wp5/work_packages?query_id=11] (internal link)








		Project WP5, tasks with subject including [TOSCA Templates] or [Orchestrator/IM]


		List og bugfixes addressed as a list of commits to the master branch: https://github.com/indigo-dc/im/commits/master













Deployment Notes


$ docker run -d -p 8899:8899 -p 8800:8800 --name im indigodatacloud/im:indigo_1



		Other installation procedures are described in: https://www.gitbook.com/book/indigo-dc/im/details


		An Ansible playbokk is also available in GitHub [https://raw.githubusercontent.com/indigo-dc/im/master/ansible_install.yaml] for an easier instalaltion and configuration











Known Issues



		N/A











List of Artifacts


Packages:



		IM-1.4.6-1.el7.noarch.rpm


		python-im_1.4.6-1_all.deb





Docker Container:



		indigodatacloud/im:indigo_1 [https://hub.docker.com/r/indigodatacloud/im/]













Documentation



		Infrastructure Manager GitBook [https://www.gitbook.com/book/indigo-dc/im/details]











Support



		GitHub issues: https://github.com/indigo-dc/im/issues
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FutureGateway API Server Daemon


The [FutureGateway API Server](FutureGateway API Server) project implements the interface of a RESTful API Server, compliant with CSGF APIs [http://docs.csgfapis.apiary.io/#reference/v1.0/application/create-a-task] specifications. Any activity processed by this interface will be then processed and orchestrated by the FutureGateway API Server Daemon  component.


The APIServerDaemon is a polling daemon working as a java servlet operating under Tomcat8. This daemon polls on top of the REST queue table and process the requests accordingly


Summary:



		Updates
		APIServer Daemon v0.0.6 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/fifth_update_of_indigo-1.md#fg]


		APIServer Daemon v0.0.5 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/second_update_of_indigo-1.md#fg]


		APIServer Daemon v0.0.4 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/first_update_of_indigo-1.md#fgapisd]








		Release Notes v0.0.3
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues
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Release Notes v0.0.3






What’s new


First official FutureGateway release.


Supported Platforms:



		Linux(ELx/Deb), MacOSx


		Ubuntu 14.04 Server, CentOSX, MacOSx









List of RfCs



		
		N/A



















Deployment Notes


Installation methods



		Clone from GitHub [https://github.com/indigo-dc/APIServerDaemon] or install it through PortalSetup scripts [https://github.com/indigo-dc/PortalSetup]


		Download tarball [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/APIServerDaemon-v0.0.3.tar.gz] from the INDIGO-DC repositories.











Known Issues



		N/A











Documentation



		Please refer to FutureGateway documentation [https://indigo-dc.gitbooks.io/futuregateway/content/]











List of Artifacts


Tarballs:



		CentOS 7 - APIServerDaemon_v0.0.3.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/APIServerDaemon_v0.0.3.tar.gz]


		Ubuntu 14.04 - APIServerDaemon_v0.0.3.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/source/APIServerDaemon_v0.0.3.tar.gz]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Updates



		Fifth Update of INDIGO-1 - 05.12.2016


		Fourth Update of INDIGO-1 - 16.11.2016


		Third Update of INDIGO-1 - 28.10.2016


		Second Update of INDIGO-1 - 11.10.2016


		First Update of INDIGO-1 - 19.09.2016
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jSAGA ResourceManager API v. 1.2.0


The Resource Management API is an extension of the SAGA specification / JSAGA implementation. It does not replace the standard Job/Data Management API.


It allows to acquire and manage resources (compute, storage, network). One can then use these resources to run job or manage data (with existing job/data API). Features of this API include:



		Wrapping to underlying technologies (cloud, pilot jobs, grid…) to an uniform API,


		Asynchronous mode (task),


		Timeout management,


		Notification (metrics),


		Security context forwarding.





Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


Highlights on the improvements, new features and/or important fixes [http://software.in2p3.fr/jsaga/dev/changes-report.html#a1.2.0]:



		Implemented the SAGA ResourceManagement API





Supported Platforms :



		any OS supporting Java 1.7 or later









List of RfCs



		
		N/A



















Deployment Notes


Installation methods :


```mvn clean ; mvn install (on developer's host)```












Known Issues



		N/A











List of Artifacts


Tarballs:



		jsaga-installer-1.2.0-20160802.161115-8-bin.tar.gz













Documentation



		jSAGA RM API GitBook [https://indigo-dc.gitbooks.io/jsaga-resource-management/content/]











Support



		https://forge.in2p3.fr/projects/jsaga/boards/11

or


		by using the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]











          

      

      

    


    
        © Copyright .
      Created using Sphinx 1.3.5.
    

  

indigo1/second_update_of_indigo-1.html


    
      Navigation


      
        		
          index


        		Python  documentation »

 
      


    


    
      
          
            
  
Second Update of INDIGO-1 - 11/10/2016


The Second Update of INDIGO-1 release contains:



		CDMI v. 1.1


		INDIGO IAM v. 0.4.0


		Infrastructure Manager v1.4.7


		FutureGateway:
		fgAPIServer v0.0.5


		APIServerDaemon v0.0.5


		PortalSetup v0.0.4








		HEAT-Translator v. indigo-1.1


		LiferayIAM v. 1.1.1


		Nova-Docker v. 12.0.0


		ONEdock v. 1.0-2


		OOI v. 0.3.2


		Orchestrator v. 1.1.0-FINAL


		TOSCA-parser v. 0.6.1






[bookmark: cdmi]CDMI v. 1.1



What’s new



		Redis-Db replaces the filesystem-backed storage of metadata








List of RfCs



		Redis-DB as new metadata storage


		Focus on QoS-management via CDMI


		refactoring








Installation & Configuration



		In order to perform an update please carefully read the instructions available in the Updating CDMI-QoS Guide








Artefacts



		CentOS 7
		cdmi-server-1.1-1.x86_64.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/cdmi-server-1.1-1.x86_64.rpm]








		Ubuntu 14.04
		cdmi-server-1.1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/cdmi-server-1.1_all.deb]








		Docker Container:
		indigodatacloud/cdmi:indigo_1 [https://hub.docker.com/r/indigodatacloud/cdmi/tags/]
















[bookmark: iam]INDIGO IAM v.0.4.0



What’s new



		This release provides new functionality and some bug fixes








List of RfCs



		Groups are now encoded in the JSON returned by the IAM /userinfo endpoint as an array of group names.


		Group information is also exposed by the token introspection endpoint


		External authentication information (i.e. when a user authenticates with Google or SAML instead of username/password) is now provided in the JSON returned by the /userinfo endpoint


		The first incarnation of the administrative dashboard is now included in the service


		The first incarnation of the registration service is now included. The registration service implements a “self-register with admin approval” registration flow


		User passwords are now encoded in the database using the Bcrypt encoder


		A password forgotten service is now provided


		More information about bug fixes and other developments can be found on our JIRA release board [https://issues.infn.it/jira/browse/INDIAM/fixforversion/13811]








Installation & Configuration



		If the installation was done following the the instructions available in the INDIGO-IAM Deployment and Administration Guide [https://indigo-dc.gitbooks.io/iam/content/doc/admin.html], please follow the following steps to upgrade:

docker pull indigodatacloud/iam-login-service 

docker stop iam-login-service 

docker rm iam-login-service 

docker run \ 

--name iam-login-service --net=iam -p 8080:8080 \ 

--env-file=/path/to//iam-login-service/env \ 

-v /path/to//keystore.jks:/keystore.jks:ro \ 

indigodatacloud/iam-login-service:indigo_1 









Artefacts



		Docker Container:
		indigodatacloud/iam-login-service:indigo_1 [https://hub.docker.com/r/indigodatacloud/iam-login-service/tags/]
















[bookmark: im]Infrastructure Manager v1.4.7



What’s new



		The updated version of the IM adddresses a number of issues like return 403 error when the user cannot access the infrastructure and add features like single site support








List of RfCs



		Add single site support


		Return 403 error in REST API when the user cannot access the infrastructure


		Assure to kill ansible processes is case of ctxt timeout


		Bugfix in some configuration cases


		Bugfix not installing ansible roles defined in not master vm


		Add im.service file add support to systemd


		Enable to add a Storage to a running VM in the OCCI and OpenNebula connectors


		Bugfix in OCCI not waiting the volumes on creation








Installation & Configuration


In order to update the packages please use:



		For CentOS 7:

yum clean all && yum update IM



		For Ubuntu 14:04:

apt-get update && apt-get install python-im



		For containers
		Stop the old container:

sudo docker stop im



		Remove the old container:

sudo docker rm im



		Pull the new image version:

sudo docker pull indigodatacloud/im 



		Start the new version:
sudo docker run -d -p 8899:8899 -p 8800:8800 -e IM_DATA_DB=mysql://username:password@server/db_name --name im indigodatacloud/im 















Artefacts



		CentOS7
		IM-1.4.7-1.el7.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/centos7/x86_64/updates/IM-1.4.7-1.el7.noarch.rpm]








		Ubuntu14.04
		python-im_1.4.7-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-im_1.4.7-1_all.deb]








		Container
		indigodatacloud/im:indigo_1 [https://hub.docker.com/r/indigodatacloud/im/tags/]
















[bookmark: fg]FutureGateway



[bookmark: fgas]fgAPIServer & APIServerDaemon v0.0.5, PortalSetup v. 0.0.4



What’s new



		This update contains only bug fixes








List of RfCs



		Portal token validator: LiferayIAM does not uses error: field to invalidate tokens; this time valid tokens are the ones providing the subject


		An internal ‘state’ has been exposes as an official state foreseen by API specifications


		During installation on machines having jdk8 the checkstyle caused a failure due to an unsupported jar file


		PortalSetup contains static references to the newest versions of fgAPIServer and APIServerDaemon for the installation script fgSetup.sh








Installation & Configuration



		Extract from Git, paying attention to do not overwrite the apps/ directory and existing .conf files


		Restart the service


		a) If fgAPIServer runs as an application (command line execution); just restart the service. In case the service has been started by the /etc/init.d/futuregateway script execute a restart


		b) The fgAPIServer runs as wsgi. Restart the service that provides the configured wsgi execution (In case of apache restart it).


		APIServerDaemon; this is a Java web application and its code must be extracted from Git and compiled executing ‘ant all’, once obtained the war file copy the file under $CATALINA_HOME/webapps, then control the file $CATALINA_HOME/logs/catalina.out file checking for its successful installation. The service is now ready and polling activity can be monitored by the log file $CATALINA_HOME/webapps/APIServerDaemon/WEB-INF/logs/APIServerDaemon.log








Artefacts



		CentOS7
		fgAPIServer-v0.0.5.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/fgAPIServer-v0.0.5.tar.gz]


		APIServerDaemon-v0.0.5.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/APIServerDaemon-v0.0.5.tar.gz]


		PortalSetup-v0.0.4.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/PortalSetup-v0.0.4.tar.gz]








		Ubuntu14.04
		fgAPIServer-v0.0.5.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/fgAPIServer-v0.0.5.tar.gz]


		APIServerDaemon-v0.0.5.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/APIServerDaemon-v0.0.5.tar.gz]


		PortalSetup-v0.0.4.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/PortalSetup-v0.0.4.tar.gz]


















[bookmark: ht]HEAT-Translator v. indigo-1.1



What’s new



		Fix network support : a map was wrongly used instead of a list which would create invalid hot templates.








Installation & Configuration


In order to update the packages please use:



		For CentOS 7 + Mitaka:

yum clean all && yum update heat-translator



		For Ubuntu 14:04:

apt-get update && apt-get install python-heat-translator









Artefacts



		CentOS7
		heat-translator-0.5.1.dev38-1.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/centos7/x86_64/updates/heat-translator-0.5.1.dev38-1.noarch.rpm]








		Ubuntu14.04
		python-heat-translator_0.5.1.dev38-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-heat-translator_0.5.1.dev38-1_all.deb]
















[bookmark: li]LiferayIAM v. 1.1.1



What’s new



		This release improve updates groups management following the new IAM groups specification: From IAM >= v0.4.0.rc0 groups are provided as a simple list of name and not as maps with name and other properties. The new version can manage the group list. Additionally, documentation has been improved with instructions to upgrade from the previous version.








List of RfCs



		Issue-10 [https://github.com/indigo-dc/LiferayIAM/issues/10] - Groups generate exceptions








Installation & Configuration



		In order to use the latest version, 1.1.1, it is requested:
		to remove the old version from the Liferay portal configuration panel and remove the old jar


		restart Liferay and deploy the new one


		No post-installation configuration is requested.








		More information can be found in the “Upgrade to a new release” section of the Administration Guide [https://indigo-dc.gitbooks.io/liferay-iam-connector/content/doc/admin.html]








Artefacts



		CentOS 7
		LiferayIAM-binary-v1.1.1.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/tgz/LiferayIAM-binary-v1.1.1.tgz]








		Ubuntu14.04
		LiferayIAM-binary-v1.1.1.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/LiferayIAM-binary-v1.1.1.tgz]
















[bookmark: nd]Nova-Docker v. 12.0.0



What’s new



		The new version provides better packaging, configuration files are now provided in a separate package from the library, and also improved documentation is provided [https://indigo-dc.gitbooks.io/openstack-nova-docker/content/]








Installation & Configuration



		In order to perform an update please follow the following instructions:


		For CentOS 7:

yum -y remove python-nova-docker && yum clean all && yum -y update python-nova-docker



		For Ubuntu 14:04:

apt-get remove --purge python-nova-docker

apt-get update && apt-get -y install python-nova-docker nova-compute-docker









Artefacts



		CentOS7
		python-nova-docker-12.0.4_indigo-1.el7.local.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/centos7/x86_64/updates/python-nova-docker-12.0.4_indigo-1.el7.local.noarch.rpm]








		Ubuntu14.04
		nova-compute-docker_12.0.0_indigo-1_all.deb  [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/nova-compute-docker_12.0.0_indigo-1_all.deb]


		python-nova-docker_12.0.0_indigo-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-nova-docker_12.0.0_indigo-1_all.deb]
















[bookmark: onedock]ONEdock v. 1.0-2



What’s new



		The updated version of OneDock addresses a problem due to the change in the -f parameter in the Docker CLI with the updated versions of Docker








List of RfCs



		Add ansible installation for onedock


		Update config file installation


		Create package generating scripts for debian-based systems


		Create package generating scripts for rpm


		Remove the -f flag for docker tag


		Update scripts to comply with bashate style rules


		Add wiki documentation to gitbook








Installation & Configuration


In order to update the packages please use:



		For CentOS 7:

yum clean all && yum update onedock-master and 

yum clean all && yum update onedock-node



		For Ubuntu 14:04:

apt-get update && apt-get install onedock-masterand

apt-get update && apt-get install onedock-node









Artefacts



		CentOS 7
		onedock-master-1.0-2.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/onedock-master-1.0-2.noarch.rpm]


		onedock-node-1.0-2.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/updates/onedock-node-1.0-2.noarch.rpm]








		Ubuntu 14.04
		onedock_1.0-2_master_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/onedock_1.0-2_master_all.deb]


		onedock_1.0-2_node_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/binary-amd64/onedock_1.0-2_node_all.deb]
















[bookmark: ooi]OOI v. 0.3.2



What’s new



		The updated version provides only bug fixes, no new feature








List of RfCs



		ooi fails with 500 when deleting a volume


		ooi fails with error 500 when deleting a volume that is attached


		More info at Milestone-0.3.2 [https://launchpad.net/ooi/+milestone/0.3.2]








Installation & Configuration


In order to update the packages please use:



		For CentOS 7:

yum clean all && yum update python-ooi



		For Ubuntu 14:04:

apt-get update && apt-get install python-ooi









Artefacts



		CentOS7
		python-ooi-0.3.2-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/centos7/x86_64/updates/python-ooi-0.3.2-1.el7.centos.noarch.rpm]








		Ubuntu14.04
		python-ooi_0.3.2-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-ooi_0.3.2-1_all.deb]


		ooi-doc_0.3.2-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/ooi-doc_0.3.2-1_all.deb]
















[bookmark: orchestrator]Orchestrator v. 1.1.0-FINAL



What’s new



		The compatibility with IAM has been improved


		Now the resources obtained from the REST APIs are sorted by date


		CLUES installed on board of the elastic clusters can receive the IAM token








List of RfCs



		Issue #109 [https://github.com/indigo-dc/orchestrator/issues/109] - Support iam_access_token property in tosca.nodes.indigo.ElasticCluster nodes


		Issue #110 [https://github.com/indigo-dc/orchestrator/issues/110] - Support multiple SLAs for the same cloud provider


		Issue #101 [https://github.com/indigo-dc/orchestrator/issues/101] - Deployments and resources must be sorted by date when retrieved from REST APIs


		Issue #104 [https://github.com/indigo-dc/orchestrator/issues/104] - Adapt user info data to the new IAM format


		More details can be found in the CHANGELOG [https://github.com/indigo-dc/orchestrator/blob/master/CHANGELOG.md#v110—2016-09-30]








Installation & Configuration



		Before the upgrade it needs to be checked on IAM if the openid scope is selected for the Orchestrator protected resource server, otherwise the clients will not be able to make requests to it.





		In order to update the container, please do:



		Stop the old container:

sudo docker stop orchestrator



		Remove the old container:

sudo docker rm orchestrator



		Pull the new image version:

sudo docker pull indigodatacloud/orchestrator:indigo_1 



		Start the new version, with the same command that you used before, just pay attention to use the right tag of the container, like:


















-p 80:8080 -e ORCHESTRATOR_URL=”<public_orchestrator_url, like http://localhost:80>” -d indigodatacloud/orchestrator:indigo_1```





Artefacts



		Docker Container:
		docker pull indigodatacloud/orchestrator:indigo_1 [https://hub.docker.com/r/indigodatacloud/orchestrator/tags/]
















[bookmark: tp]TOSCA-parser v. 0.6.1



What’s new



		The updated version of TOSCA-parser addresses minor bug fixes and integrates the changes made upstream (in openstack/tosca-parser v.0.6).








Installation & Configuration


In order to update the packages please use:



		For CentOS 7:

yum clean all && yum update tosca-parser



		For Ubuntu 14:04:

apt-get update && apt-get install python-tosca-parser









Artefacts



		CentOS7
		tosca-parser-0.6.1-1.el7.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/centos7/x86_64/updates/tosca-parser-0.6.1-1.el7.noarch.rpm]








		Ubuntu14.04
		python-tosca-parser_0.6.1-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo-preview/1/ubuntu/dists/trusty-updates/main/binary-amd64/python-tosca-parser_0.6.1-1_all.deb]
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INDIGO Kepler v. 1.0.1


Summary:



		Updates
		INDIGO Kepler v 1.0.2 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/fourth_update_of_indigo-1.html#ik]









		Release Notes v. 1.0.1
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts









		Documentation


		Support









Release Notes






What’s new



		This is the first release of INDIGO Kepler & Client
		Component consists of two parts which are both released under 1.0.1 tag:
		indigoclient [https://github.com/indigo-dc/indigoclient/releases/tag/1.0.1]


		indigokepler [https://github.com/indigo-dc/indigokepler/releases/tag/1.0.1]

















Supported Platforms:



		The components are in Java, so in principle any modern OS can be used.









List of RfCs



		N/A













Deployment Notes



		During development, a Docker image was created which prepackages everything and creates a user-friendly Kepler instance with INDIGO-Kepler modules installed.


		Both parts can be installed via Maven:
		indigoclient: mvn install


		indigokepler: mvn initialize install dependency:copy-dependencies -DoutputDirectory=target/indigo/lib/jar -DexcludeArtifactIds=ptolemy








		Ready to compile version are available here:
		indigoclient-1.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/indigoclient-1.0.1.tar.gz]


		indigokepler-1.0.1.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/indigokepler-1.0.1.tar.gz]








		After Maven compilation, two artifacts are created: indigo-fg-api-1.0.1.jar and indigo-fg-actors-1.0.1.jar


		Additionally, in indigokepler/target/ a directory named indigo is created which fulfills Kepler’s requirements for a module. It is sufficient to add it to an existing Kepler installation to use INDIGO-Kepler actors.


		Ansible playbook is available in GitHub [https://github.com/indigo-dc/ansible-role-kepler] and Ansible Galaxy [https://galaxy.ansible.com/indigo-dc/kepler/]











Known Issues



		N/A











List of Artifacts


Docker Container:



		indigodatacloudapps/kepler:indigo_1 [https://hub.docker.com/r/indigodatacloudapps/kepler/tags/]













Documentation



		indigoclient GitBook [https://www.gitbook.com/book/indigo-dc/indigoclient]


		indigokepler GitBook [https://www.gitbook.com/book/indigo-dc/indigokepler]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
or
		indigoclient GitHub Issues [https://github.com/indigo-dc/indigoclient/issues]


		indigokepler GitHub Issues [https://github.com/indigo-dc/indigokepler/issues]
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jOCCI core v. 0.2.4 & API v. 0.2.6


jOCCI is a suite of Java libraries to facilitate use of the OCCI (Open Cloud Computing Interface) [http://occi-wg.org/] protocol as
standardized by OGF (the Open Grid Forum). Its main purpose is to simplify development of OCCI clients in Java.


The jOCCI suite consists of the following components:



		jOCCI-core is an implementation of the OCCI class structure in Java. It allows developers to work with OCCI concepts hands-on, treating OCCI classes as actual classes in their program.


		jOCCI-api is a library for OCCI transport over HTTPs.






Installation


jOCCI libraries are available from the following sources:



		Maven
		https://mvnrepository.com/artifact/cz.cesnet.cloud/jocci-core


		https://mvnrepository.com/artifact/cz.cesnet.cloud/jocci-api








		GitHub sources
		https://github.com/EGI-FCTF/jOCCI-core


		https://github.com/EGI-FCTF/jOCCI-api








		INDIGO DataCloud repository
		http://repo.indigo-datacloud.eu/#one














Documentation


jOCCI is a third party product to INDIGO-DataCloud. Its components are documented at:



		jOCCI-core: https://github.com/EGI-FCTF/jOCCI-core/wiki


		jOCCI-api: https://github.com/EGI-FCTF/jOCCI-api/wiki
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udocker v. 1.0.0


udocker - A basic user tool to execute simple docker containers in user space without requiring root privileges.



		Enables basic download and execution of docker containers by non-privileged users in Linux systems were docker is not available.


		It can be used to access and execute the content of docker containers in Linux batch systems and interactive clusters that are managed by other entities such as grid infrastructures or externaly managed batch or interactive systems.





The Indigo udocker does not require any type of privileges nor the deployment of services by system administrators. It can be downloaded and executed entirely by the end user.


udocker is a wrapper around several tools to mimic a subset of the docker capabilities including pulling images and running then with minimal functionality.


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


This is the first release of the tool


Supported Platforms:



		CentOS 6 and 7, Fedora 23, Ubuntu 14.04









List of RfCs



		N/A













Deployment Notes


Installation can be done from GitHub [https://github.com/indigo-dc/udocker] or tarball [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/tgz/udocker-v1.0.0.tar.gz]



		an Ansible playbook  [https://github.com/indigo-dc/udocker/blob/master/ansible_install.yaml]is also available


		More details regarding the installation and configuration can be found in the Installation & Configuration Guide [https://indigo-dc.gitbooks.io/udocker/content/doc/installation_manual.html]











Known Issues



		N/A











List of Artifacts


Tarballs:



		udocker-v1.0.0-linux-x86_64.tgz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/tgz/udocker-v1.0.0.tar.gz]













Documentation



		udocker in GitBook [https://www.gitbook.com/book/indigo-dc/udocker]
		Installation & Configuration Guide [https://indigo-dc.gitbooks.io/udocker/content/doc/installation_manual.html]


		User Guide [https://indigo-dc.gitbooks.io/udocker/content/doc/user_manual.html]

















Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]


		developers can be contacted also using udocker@lip.pt
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Automated Solutions


The INDIGO - DataCloud project provides a rich set of high-level automated functionalities. Some of the most innovative are:



		Improved capabilities in the geographical exploitation of Cloud resources. End users need not know where resources are located, because the INDIGO PaaS layer hides the complexity of both scheduling and brokering.


		Standard interface to access PaaS services. INDIGO uses the TOSCA standard to hide the difference on the different way of implementing services at the PaaS level.


		Support for data requirements in Cloud resource allocations: computational resources can be requested and allocated where data is stored.


		Integrated use of resources coming from both public and private Cloud infrastructures.


		Deployment, monitoring and automatic scalability of existing applications.


		Integrated support for high-performance Big Data analytics.


		Support for dynamic and elastic clusters of resources. HTCondor, Torque and Mesos cluster are supported.










		Accounting


		CloudInfoProvider


		CloudProviderRanker


		Infrastructure Manager (IM)


		Kubernetes


		Orchestrator


		ONEDATA


		TOSCA-Parser & Types


		Token Translation Service (TTS)


		Zabbix Probes
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QoS/SLA Management Service v. 1.0.0


This service allows the handshake between a userand a site on a given SLA and gives the Orchestrator/Ranker useful information to make decisions on tasks scheduling according to valid SLAs.
Moreover, it describes the QoS that a specific user/group has, both over a given site  or  generally  in  the  PaaS  as  a  whole; this includes a priority of a given user, the capability to access to different QoS at each site (Gold, Silver, Bronze services).
Finally, it provides information on the configuration of the features / configuration / endpoints / closeness of the available resources


The SLA (Service Level Agreement) Manager is the service for QoS negotiations developed through the INDIGO - Data Cloud project. It is:



		providing a web-interface that allows customers to manage SLAs with service providers and describe its preferences


		enabling REST API for access both preferences and SLAs





Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new






List of RfCs



		N/A













Deployment Notes



		Please carefully read the Installation Documentation [https://indigo-dc.gitbooks.io/slam/content/installation.html]











Known Issues



		N/A











List of Artifacts


Docker Container:



		indigodatacloud/slam-im:indigo_1 [https://hub.docker.com/r/indigodatacloud/slam/]


		indigodatacloudapps/slam-webapp:indigo_1 [https://hub.docker.com/r/indigodatacloudapps/slam-webapp/]













Documentation



		SLA Manager in GitBook [https://indigo-dc.gitbooks.io/slam/content/]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Nova-Docker


Nova-Docker is the Docker driver for OpenStack Nova.


Summary:



		Updates
		Nova-Docker v. 12.0.0 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#nd]
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Release Notes v. 16.04-4






What’s new


We provide detailed documentation [https://indigo-dc.gitbooks.io/nova-docker-documentation/content/] on how to enable the use of nova-docker component in OpenStack based infrastructures:


With this release we provide also packaging (rpm and debs that facilitate the installation of the service.


Supported Platforms:



		CentOS7 & Ubuntu 14.04, OpenStack











Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install python-nova-docker



		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install python-nova-docker






For configuration details please follow the** GitHub Documentation [https://indigo-dc.gitbooks.io/nova-docker-documentation/content/]**








List of Artifacts


Packages:



		python-nova-docker_16.04-1_all.deb


		python-nova-docker-16.04-4.el7.local.noarch.rpm













Documentation



		Deployment, configuration and usage of nova-docker on GitBook [https://indigo-dc.gitbooks.io/openstack-nova-docker/content/]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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INDIGO-1  Services & Applications


Full list of INDIGO-1 MidnightBlue Services & Applications, with detailed release notes and instructions for their installation/configuration.



		CDMI Server


		CloudInfoProvider


		CloudProviderRanker


		CLUES (CLUster Energy Saving)


		Core PaaS
		Accounting


		Kubernetes


		Zabbix Probes








		dCache


		Partition Director (dynpart)


		Extended OpenStack and OpenNebula Functionalities
		OpenStack Preemptible Instances Extensions


		OpenStack Identity Authentication Library


		Keystone AAI support


		Nova-Docker


		Heat-Translator


		Docker support for OpenNebula (ONEDock)


		OpenStack Client


		OpenStack NOVA Client


		RepoSync








		FutureGateway


		Identity Harmonization Service


		INDIGO IAM


		INDIGO OMT


		INDIGO Plugins
		INDIGO Kepler








		Infrastructure Manager (IM)


		Infrastructure Manager Java API (IM-Java-API)


		jSAGA Adaptors


		JSAGA Resource Management API


		Liferay IAM


		ONEDATA


		OCCI support for OpenStack and OpenNebula
		OpenStack OCCI Interface


		pOCCI


		rOCCI


		jOCCI








		Ophidia


		Orchestrator


		QoS/SLA Management Service


		Synergy


		TOSCA-Parser & Types


		Token Translation Service (TTS)


		udocker
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Monitoring


The Monitoring Framework is a set of tools which allow performing several monitoring operations in the platform resulting from the INDIGO-Datacloud project (https://www.indigo-datacloud.eu/). The Monitoring Framework is based on Zabbix, as the collector of the monitoring information coming from different sources, due to its maturity, its community support and its flexibility for different environments.


The Monitoring Framework is divided in several main parts:



		The Zabbix server (with the corresponding configuration and some support scripts);


		The Zabbix wrapper, created for enabling a REST API for Zabbix;


		Several probes, with different monitoring purposes (OCCI, Heapster, etc.).





The version of the OCCI and Heapster probes provided for the INDIGO-1 release is v0.95.


Summary:



		Updates
		Zabbix probes v. 1.01 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/third_update_of_indigo-1.md#zp]









		Release Notes Zabbix probes v. 0.95-1
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


Both probes are new and have been created from scratch, so all the features they provide are new. Future improvements will be made, according to the feedback received and other improvements that will be applied in the near future (i.e. integration with IAM).


The features released with the Zabbix OCCI probe are:



		Interaction with OpenStack Cloud providers through the OCCI API covering the VM lifecycle: create, inspect and delete VM.


		Interaction with Keystone for authorization with user and password (to be improved with IAM).


		Configurable multi-threading monitoring, so metrics gathering can be done in parallel for several Cloud providers at the same time.


		Automatic listing of providers and their services, thanks to the integration with the CMDB component.


		Automatic registration of metrics in the Zabbix Server.


		Metrics supported for each operation: availability, status code (HTTP response code) and response time.


		Metrics aggregation, providing a global value for availability, status code and response time.





The features released in this version of the Heapster probe are:



		Interaction with Heapster in order to obtain metrics from pods and from the containers included in a pod.


		Automatic registration of metrics in the Zabbix Server through the Zabbix Agent.


		Metrics supported for pods: RX Errors, RX Errors Rate, TX Errors, TX Errors Rate, Major Memory Page Faults, Memory Page Faults, Uptime.


		Metrics supported for containers: CPU Usage, CPU Usage Rate, Memory Usage, Memory Working Set, Major Memory Page Faults Rate, Memory Page Faults Rate, Uptime





Supported Platforms:



		Both probes rely on JVM, the Zabbix Agent and other existing REST services. Therefore, although the provided packages are for Ubuntu and CentOS, both probes can run on Windows 7 as well.


		The probes can be deployed in any Cloud system, but they require that such platform guarantees the access to the Zabbix Server and to the other REST services required (Heapster, OCCI APIs of the Cloud Providers, CMDB).









List of RfCs



		development activities followed through internal OpenProject task #460 [https://project.indigo-datacloud.eu/work_packages/460]













Deployment Notes


The current version can be installed using the deb and rpm packages available from the INDIGO - DataCloud repositories.


Detailed instructions on instalaltion and configuration can be found



		for the Zabbix Probes - here [https://indigo-dc.gitbooks.io/monitoring/content/zabbix_probes.html]


		for the Zabbix Wrapper - here [https://indigo-dc.gitbooks.io/monitoring/content/zabbix_wrapper.html]











Known Issues



		N/A











List of Artifacts


The packages released are the following:



		Ubuntu:
		occi-zabbix-probe-0.95.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/binary-amd64/occi-zabbix-probe-0.95.deb]


		heapster-zabbix-probe-0.95.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/binary-amd64/heapster-zabbix-probe-0.95.deb]








		CentOS:
		OCCIZabbixProbe-0.95-1.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/base/OCCIZabbixProbe-0.95-1.noarch.rpm]


		HeapsterZabbixProbe-0.95-R1.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/base/HeapsterZabbixProbe-0.95-1.noarch.rpm]
*Other OSs:


		occi-zabbix-probe-0.95-jar-with-dependencies.jar [https://github.com/indigo-dc/Monitoring/blob/master/zabbix-probes/occi-zabbix-probe/occi-zabbix-probe-0.95-jar-with-dependencies.jar]


		heapster-zabbix-probe-0.95-jar-with-dependencies.jar [https://github.com/indigo-dc/Monitoring/blob/master/zabbix-probes/heapster-zabbix-probe/heapster-zabbix-probe-0.95-jar-with-dependencies.jar]











Docker Containers:



		indigodatacloud/zabbix-wrapper:indigo_1 [https://hub.docker.com/r/indigodatacloud/zabbix-wrapper/]













Documentation



		Documentation on the INDIGO-DC Monitoring Framework is available from the README [https://github.com/indigo-dc/Monitoring/blob/master/README.md] file in GitHub.


		INDIGO-DC Monitoring Documentation is available also from GitBook [https://indigo-dc.gitbooks.io/monitoring/content/]
		specific documentation on Zabbix Probes [https://indigo-dc.gitbooks.io/monitoring/content/zabbix_probes.html]











Documentation is divided in three main parts:



		Deployment and Administration Guide: Describes how to install and configure correctly the probes and their main dependencies (JVM and Zabbix Agent);


		User Guide: Provides information about how to use the probes and how to find the information they generate in Zabbix;


		Developer Guide: Describes some aspects of the implementation and instructions about validation, building and packaging











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]<br
or


		https://github.com/indigo-dc/Monitoring/issues
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Infrastructure Manager Java API  v0.4.7


The Infrastructure manager Java API - offers an API that allows to connect to the Infrastructure Manager REST API. For more information about the IM capabilities check: IM Web [http://www.grycap.upv.es/im].


The javadoc for this project can be found here: Javadoc [http://indigo-dc.github.io/im-java-api/apidocs/]


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


Highlights on the improvements, new features and/or important fixes:



		Full support for the IM API





SUpported Platforms:



		Any platform with a Java Runtime Environment









List of RfCs



		
		N/A



















Deployment Notes



		
		It’s a Java library (JAR file). No installation required.








		Please find detailed information regarding the installation and configuration on the IM-Java_API GitBook Documentation [https://indigo-dc.gitbooks.io/im-java-api/content/]











Known Issues



		N/A











List of Artifacts


Tarballs:



		im-java-api-0.4.7.tar.gz


		im-java-api-0.4.7-jar-with-dependencies.tar.gz











Documentation



		IM-Java-API GitBook [https://www.gitbook.com/book/indigo-dc/im-java-api/details]











Support



		via GitHub issues: https://github.com/indigo-dc/im-java-api/issues

or


		the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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pOCCI v. 1.0.2


pOCCI is OCCI standard compliance testing tool. Tests are described here [http://www.etsi.org/deliver/etsi_ts/103100_103199/103142/01.01.01_60/ts_103142v010101p.pdf].


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes
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		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


First release of the pOCCI tool.
Highlights of features and fixes:



		Basic features:
		OCCI testing


		OCCI messages parsing


		partial OCCI client library for python








		Authentization:
		basic auth


		X509


		keystone











Supported Platforms:



		OS Systems
		From INDIGO-DC repositories: - CentOS 7, Ubuntu 14/trusty


		others [http://scientific.zcu.cz/cesnet/pOCCI/html/devel.html#packages], also native python egg (pypi.python.org)








		clouds:
		Amazon EC2, OpenNebula, OpenStack, rOCCI-server dummy backend for testing















List of RfCs


List of bugfixes and extensions:



		https://github.com/CESNET/pOCCI/pull/1


		https://github.com/CESNET/pOCCI/pull/9


		https://github.com/CESNET/pOCCI/pull/10


		https://github.com/CESNET/pOCCI/pull/11


		https://github.com/CESNET/pOCCI/pull/12


		https://github.com/CESNET/pOCCI/pull/16


		https://github.com/CESNET/pOCCI/issues/2


		https://github.com/CESNET/pOCCI/issues/3


		https://github.com/CESNET/pOCCI/issues/4


		https://github.com/CESNET/pOCCI/issues/6


		https://github.com/CESNET/pOCCI/issues/8


		https://github.com/CESNET/pOCCI/issues/17













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7





$ yum clean all

$ yum install python-pocci

or
$ yum install python3-pOCCI



		On Ubuntu 14.04 - after setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:





$ apt-get update

$ apt-get install python-pocci

or
$ apt-get install python3-pocci


Other instalaltion methods:



		installation from egg: http://scientific.zcu.cz/cesnet/pOCCI/html/usage.html#installation











Known Issues



		N/A











List of Artifacts


Packages:



		CentOS7:
		python2-pOCCI-1.0.2-1.el7.centos.noarch.rpm


		python-pOCCI-1.0.2-1.el7.centos.src.rpm


		python-pOCCI-doc-1.0.2-1.el7.centos.noarch.rpm








		Ubuntu 14.04:
		python3-pocci_1.0.2-1_all.deb


		python-pocci_1.0.2-1_all.deb


		python-pocci_1.0.2-1_amd64.changes


		python-pocci_1.0.2-1.debian.tar.gz


		python-pocci_1.0.2-1.dsc


		python-pocci_1.0.2.orig.tar.gz


		python-pocci-doc_1.0.2-1_all.deb



















Documentation



		pOCCI on GitBook [https://www.gitbook.com/download/pdf/book/indigo-dc/pocci]


		User documentation is in the form of manpages (links are in the gitbook).











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]


		For Technical stuff: please use github - https://github.com/CESNET/pOCCI/issues
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Fifth Update of INDIGO-1


The Fifth Update of INDIGO-1 release contains:



		FutureGateway:
		fgAPIServer v0.0.6


		APIServerDaemon v0.0.6


		PortalSetup v0.0.5








		RepoSync v.1.2.0-1






[bookmark: fg]FutureGateway



[bookmark: fgas]fgAPIServer & APIServerDaemon v0.0.6, PortalSetup v. 0.0.5



What’s new



		This release introduces several fixes improving FG stability in relation with the ToscaIDC EI usage. The most important features are related to:
		The fresh token extraction with PTV during task status check (long runnning tasks foreseeing the expiration of the token used at the creation time)


		The possibility to download input files with accessible API’ urls.


		The possibility to delete TOSCA resources by API calls using the PATCH request on tasks endpoint.














List of RfCs



		fgAPIServer v0.0.6
		Issue#15 [https://github.com/indigo-dc/fgAPIServer/issues/15] Downloadable input files: Once a task receives input files, next GET calls to the task will provide the “url” string to access the file


		Issue#16 [https://github.com/indigo-dc/fgAPIServer/issues/16] PTV tester service has been updated to the last PTV specs in accordance with latest changes of LiferayIAM


		Issue#17 [https://github.com/indigo-dc/fgAPIServer/issues/17] PATCH call on status change; used to instruct the ToscaIDC EI to delete the TOSCA resource


		Issue#18 [https://github.com/indigo-dc/fgAPIServer/issues/18] Tester application toscaIDC configured to use the PTV tester; this makes consistent the baseline FG installation


		Issue#19 [https://github.com/indigo-dc/fgAPIServer/issues/19] Including the incoming subject field when managing PTV: This involved a new field in database table fg_token (subject)


		Issue#20 [https://github.com/indigo-dc/fgAPIServer/issues/20] New db patch script and new baseline database setup script, aligned to schema v0.0.9


		Issue#21 [https://github.com/indigo-dc/fgAPIServer/issues/21] Aligning db schema check to v0.0.9


		Issue#22 [https://github.com/indigo-dc/fgAPIServer/issues/22] GET task call does not show tasks in PURGED status (see APIServerDaemon)








		APIServerDaemon v0.0.6
		Issue#13 [https://github.com/indigo-dc/APIServerDaemon/issues/13] New db schema check to v0.0.9


		Issue#14 [https://github.com/indigo-dc/APIServerDaemon/issues/14] Including in build.xml the ‘test’ target using junit and mokito


		Issue#15 [https://github.com/indigo-dc/APIServerDaemon/issues/15] PTV fresh token extraction in ToscaIDC EI while checking task status


		Issue#16 [https://github.com/indigo-dc/APIServerDaemon/issues/16] Managing PATCH call on status change in ToscaIDC EI


		Issue#17 [https://github.com/indigo-dc/APIServerDaemon/issues/17] Deleted tasks will not include record deletion in task table; a special PURGED status will be applied to task: This caused a ‘dangerous’ internal task_id recycling when deleting a task that is the last record in task table.


		Issue#18 [https://github.com/indigo-dc/APIServerDaemon/issues/18] ToscaIDC loads its own .properties file includng PTV configuration (address, port, user and password)


		Issue#19 [https://github.com/indigo-dc/APIServerDaemon/issues/19] ToscaIDC adds UUID info in runtime_data


		Issue#20 [https://github.com/indigo-dc/APIServerDaemon/issues/20] ToscaIDC adds PTV subject field in runtime data if subject exists: This is important for GUIs to filter out tasks not belongin to the portal user. The FG user field currently stores the PTV mapped user.








		PortalSetup
		Issue#3 [https://github.com/indigo-dc/PortalSetup/issues/3] Wrong warning message while installing related to SYSCTL


		Issue#4 [https://github.com/indigo-dc/PortalSetup/issues/4] Maven and ant installed by packages


		Issue#5 [https://github.com/indigo-dc/PortalSetup/issues/5] Improving package installation procedure (for loop change)


		Issue#6 [https://github.com/indigo-dc/PortalSetup/issues/6] Suggested wsgi configuration














Installation & Configuration



		FutureGateway documentation on GitBook [https://indigo-dc.gitbooks.io/futuregateway/content/] has been updated accordingly to the introduced changes.


		To update an existing system; it is requested to update the database with the patching mechanism as described below:
		go to the directory $FGLOCATION/fgAPIServer/db_patches
		execute script patch_apply.sh


		Download from git fgAPIServer and APIServerDaemon files. The first does not need to be compiled, while the second requires the following actions:
a1) execute “ant all”
a2) copy the generated war file in directory $CATALINA_HOME/webapps and wait for the APIServerDaemon application replacement watching file $CATALNA_HOME/logs/catalina.out








		During the update process it is important to do not overwrite existing configuration files or application directories


		The update is now ready.














Artefacts



		CentOS7
		fgAPIServer-v0.0.6.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/fgAPIServer-v0.0.6.tar.gz]


		APIServerDaemon-v0.0.6.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/APIServerDaemon-v0.0.6.tar.gz]


		PortalSetup-v0.0.5.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/PortalSetup-v0.0.5.tar.gz]








		Ubuntu14.04
		fgAPIServer-v0.0.6.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/fgAPIServer-v0.0.6.tar.gz]


		APIServerDaemon-v0.0.6.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/APIServerDaemon-v0.0.6.tar.gz]


		PortalSetup-v0.0.5.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty-updates/main/source/PortalSetup-v0.0.5.tar.gz]
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INDIGO Plugins for scientific workflow systems


This plugin could be used in order to allow, already available workflow manager, to exploit the INDIGO WP6 APIs.
In this way it is possibile to submit requests for execution of applications directly from the workflow manager to the INDIGO APIs.
Indigo-DC client API is Java based library that can perform calls to Future Gateway API. This library provide basic means for accessing resources provided by Indigo-DC project. It can be used by Java based applications as Workflow manager like Kepler.


Available Plugins:



		INDIGO Kepler









Installation and Configuration



		Detailed information on how to install and configure these plugins can be found here [https://www.gitbook.com/book/indigo-dc/indigokepler/details]
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rOCCI Server v. 1.1.9 & Client v. 4.3.4


rOCCI is a framework that allows management of resources in arbitrary cloud management frameworks through the OCCI standard.


rOCCI is a third-party product, which is already documented in the EGI Wiki: https://wiki.egi.eu/wiki/rOCCI:ROCCI


INDIGO contributions have so far dealt mainly with streamlining the functionality in the AWS backend, documented at https://wiki.egi.eu/wiki/ROCCI-server_Admin_Guide#EC2_Backend


Summary:
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Release Notes






What’s new



		rOCCI-server 1.1.9


		rOCCI-cli 4.3.4





Supported Platforms:



		from INDiDO-DC repositories - Ubuntu 14 & CentOS7


		Other: Ubuntu 16, SL 5, SL 6, Debian 6, 7, 8









List of RfCs



		N/A













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7





$ yum clean all

$ yum install occi-server

or
$ yum install occi-cli




		On Ubuntu 14.04 - after setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:





$ apt-get update

$ apt-get install occi-server

or
$ apt-get install occi-cli



Some more details regarding the installation can be found in th Installing_rOCCI-server Guide [https://wiki.egi.eu/wiki/rOCCI:ROCCI-server_Admin_Guide#Installing_rOCCI-server]








Known Issues



		N/A











List of Artifacts


Packages:



		CentOS 7 :
		occi-cli-4.3.4+20160624183454-1.el7.x86_64.rpm


		occi-server-1.1.9+20160622124300-1.el7.x86_64.rpm








		Ubuntu 14.04:
		occi-server_1.1.9+20160622115755-1_amd64.deb


		occi-cli_4.3.4+20160624175848-1_amd64.deb



















Documentation



		rOCCI on GitBOOK [https://www.gitbook.com/book/indigo-dc/rocci/details]











Support



		Please use the rOCCI GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:ROCCI_FAQ]
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TOSCA Parser & Types


The TOSCA Parser is an OpenStack project and licensed under Apache 2. It is developed to parse TOSCA Simple Profile in YAML. It reads the TOSCA templates and creates an in-memory graph of TOSCA nodes and their relationship.



		more information on its Architecture can be found in the README [https://github.com/openstack/tosca-parser/blob/master/README.rst]





The INDIGO TOSCA Types [https://github.com/indigo-dc/tosca-types/tree/v1.0.1] repository  shows a YAML description of new types added in the INDIGO project to extend TOSCA Simple Profile in YAML Version 1.0 to add high level entities. In the examples directory there are a set of TOSCA documents using these types that will be supported by the INDIGO components.



		The TOSCA Parser now supports profile definition extensions that can be accessed via a custom tosca_definitions_version. Extensions can be added by creating a module in the “toscaparser/extensions” directory. See the “nfv” [https://github.com/indigo-dc/tosca-parser/tree/0.5.1/toscaparser/extensions/nfv] module for an example.





Summary:



		Updates
		TOSCA Parser v. 0.6.1 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/second_update_of_indigo-1.html#tp]
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Release Notes






What’s new


This is the first release of TOSCA Parser and Types - entirely developed through the INDIGO-DC project


Highlight of the first release in INDIGO:



		Contributed several bug fixes to the OpenStack’s tosca-parser project.


		INDIGO-DataCloud partners (UPV) rank #2 in the top commiters for the tosca-parser in OpenStack Liberty


		Included new non-normative types for the TOSCA Simple Profile in YAML Version 1.0 specification, supporting both INDIGO-DataCloud applications (e.g. Kepler, Galaxy, Disvis, Powerfit, etc.) and capabilities (e.g. virtual elastic clusters).





Supported Platforms:



		CentOS7 & Ubuntu 14:04, OpenStack









List of RfCs



		TOSCA types: - list of solved issues can be found in GitHub Issues List [https://github.com/indigo-dc/tosca-types/issues?q=is%3Aissue+is%3Aclosed]


		TOSCA-parser: - list of solved issues can be found in GitHub Issues List [https://github.com/indigo-dc/tosca-types/issues?q=is%3Aissue+is%3Aclosed]


		Comprehensive list of bug fixes is available here [http://stackalytics.com/?release=mitaka&module=tosca-parser&metric=commits&company=upv]













Deployment Notes


After setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:



		On CentOS 7 

$ yum clean all 

$ yum install tosca-parser


		On Ubuntu 14.04 - after setting the INDIGO-DC repositories as explained in the Generic Installation & Configuration Guide:

$ apt-get update

$ apt-get install python-tosca-parser






		Other installation methods are described here [https://github.com/indigo-dc/tosca-parser/blob/master/doc/source/installation.rst]


		How To Use
		Please refer to doc/source/usage.rst [https://github.com/openstack/tosca-parser/blob/master/doc/source/usage.rst]

















Known Issues



		N/A











List of Artifacts


Packages:



		python-tosca-parser_0.5.1-1_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/binary-amd64/python-tosca-parser_0.5.1-1_all.deb]


		tosca-parser-0.5.1-1.el7.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/base/tosca-parser-0.5.1-1.el7.noarch.rpm]





Tarballs:



		tosca-types-v1.0.1.tar.gz [https://github.com/indigo-dc/tosca-types/releases/download/v1.0.1/tosca-types-v1.0.1.tar.gz]













Documentation



		TOSCA-parser Documentation [https://github.com/indigo-dc/tosca-parser/blob/master/README.rst]
		Installation [https://github.com/indigo-dc/tosca-parser/blob/0.5.1/doc/source/installation.rst]


		Usage [https://github.com/indigo-dc/tosca-parser/blob/0.5.1/doc/source/usage.rst]








		TOSCA types Documentation [https://github.com/indigo-dc/tosca-types/blob/master/README.md]









Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Identity Harmonization Service (IDH) v. 1.0-2


The INDIGO-DataCloud Identity Harmonization Service provides a RESTful web service to link and unlink multiple local user accounts.



		Linking user accounts modifies the local user accounts so that all linked accounts represent the specified primary account with group memberships of all groups from all accounts.





Summary:
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Release Notes






What’s new


Highlights of the INDIGO-1 Release [https://github.com/indigo-dc/identity-harmonization/releases/tag/v1.0]:



		commits/indigo-1 [https://github.com/indigo-dc/identity-harmonization/commits/v1.0]
		This is the first release of the service


		change oauth2 tokens to oidc tokens


		saml delegation


		oidc + scim user info update


		work on harmonization algorithm


		owrk on LDAP support


		include local user mapping











Supported Platforms



		all with Java >= 1.8, tested on Ubuntu 14.04, Ubuntu 16.04, CentOS 7









List of RfCs



		https://github.com/indigo-dc/identity-harmonization/issues













Deployment Notes



		Build from source with maven
		https://indigo-dc.gitbooks.io/identity-harmonization/content/doc/building_from_sources.html








		Install via packages: identity-harmonization-0.0.1.deb, identity-harmonization-0.0.1-1.x86_64.rpm
		https://indigo-dc.gitbooks.io/identity-harmonization/content/doc/installing_idh.html








		Run with Docker
		https://indigo-dc.gitbooks.io/identity-harmonization/content/doc/running_idh_as_a_docker_container.html

















Known Issues



		N/A











List of Artifacts


Packages:



		identity-harmonization-0.0.1.deb


		identity-harmonization-0.0.1-1.x86_64.rpm





Docker Container:



		indigodatacloud/idh













Documentation



		Identity Harmonisation Service GitBook [https://www.gitbook.com/book/indigo-dc/identity-harmonization/details]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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ONEDATA v. 3.0.0.07


Onedata is a global data management system, providing easy access to distributed storage resources, supporting wide range of use cases from personal data management to data-intensive scientific computations.


For quick overview of basic concepts and functionality check out our Getting started [https://indigo-dc.gitbooks.io/onedata-documentation/content/doc/getting_started/what_is_onedata.html] section.
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Release Notes






What’s new


This release provides te following versions of the OneData framework:



		Oneprovider 3.0.0.07


		Onezone 3.0.0.07


		Oneclient 3.0.0.07





Specific product release notes for the version included in INDIGO-1 release



		OneZone:
		Use wrappers for macaroon serialization


		Update GUI


		Add basic authorization (login and password)


		Support for nested groups


		Change levels for several datastore models








		OneProvider and OneClient:
		Update session management


		Improve oneclient stability


		New oneclient with faster proxy and SMB


		Improve automatic storage discovery


		Improved GUI


		Support for prefetching


		Support for S3


		Metadata synchronization between providers improved


		Support for nested groups


		Several op_worker stability improvements


		Extend op_worker system monitoring











Supported Platforms:



		Oneclient:
		any platform that supports Docker Engine (>11.2)


		Ubuntu 14.04, 15.10, 16.04


		Centos 7


		Fedora 23








		OneProvider:
		Ubuntu 15.10


		Fedora 23








		OneZone:
		Ubuntu 15.10


		Fedora 23











From INDIGO-1 repositories [http://repo.indigo-datacloud.eu] OneZone and OneProvider are released as Docker containers, while OneClient as packages (rpm, deb) for CentOS7 and Ubuntu 14.04 and Docker container.






List of RfCs



		N/A













Deployment Notes



		To quickly setup a Onedata deployment try Administrator quickstart [https://indigo-dc.gitbooks.io/onedata-documentation-indigo-dc/content/doc/getting_started/admin_onedata_101.html]


		or more detailed information see Administration guide [https://indigo-dc.gitbooks.io/onedata-documentation-indigo-dc/content/doc/admin_guide.html].


		











Known Issues



		N/A











List of Artifacts


Packages



		Ubuntu 14.04 - oneclient_3.0.0.07-1_amd64.deb


		CentOS 7 - oneclient-3.0.0.07-1.el7.centos.x86_64.rpm





Docker images:



		indigodatacloud/onezone:indigo_1 [https://hub.docker.com/r/indigodatacloud/onezone/]


		indigodatacloud/oneprovider:indigo_1 [https://hub.docker.com/r/indigodatacloud/oneprovider/]


		indigodatacloud/oneclient:indigo_1 [https://hub.docker.com/r/indigodatacloud/oneclient/]











Documentation



		OneData on GitBook [https://www.gitbook.com/book/indigo-dc/onedata-documentation-indigo-dc/details]











Support



		Onedata provides live support chat: https://www.hipchat.com/g3ST0Aaci


		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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Common Solutions


All the INDIGO components are integrated into a comprehensive Authentication and Authorization Architecture, with support for user authentication through multiple methods (SAML, OpenID Connect and X.509), support for distributed authorization policies and a Token Translation Service, creating credentials for services that do not natively support OpenID Connect.



		Identity Harmonization Service


		INDIGO IAM


		Token Translation Service (TTS)
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Partition Director v. 0.08-1


Partition Director ease management of a hybrid data center, where both Batch System based and cloud based services are provided. Physical computing resources can play both roles in a mutual exclusive fashion.


The Partition Director takes care of commuting the role of one or more physical machines from “Worker Node” (member of the batch system cluster) to “Compute Node” (member of a cloud instance) and vice versa.


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


Highlights of first release:



		Current release only works with the IBM/Platform LSF Batch system (version 7.0x or higher) and Openstack Cloud manager instances (Kilo or newer).





Supported Platforms:



		Operating System = CentOS 7


		Cloud Management Frameworks = Openstack v. >= KILO









List of RfCs



		High-level development tasks coordinated via INDIGO-DC OpenProject tasks [https://project.indigo-datacloud.eu/work_packages/697?layout=false] (internal link)













Deployment Notes



		Installation is done through the RPMs provided and configuration files


		See also Deployment Details [https://indigo-dc.gitbooks.io/dynpart/content/chapter1.html]











Known Issues



		N/A











List of Artifacts


Packages:



		python-dynpart-partition-director-0.08-1.el7.centos.noarch.rpm


		python-lsf-dynpart-partition-director-0.08-1.el7.centos.noarch.rpm













Documentation



		Partition Director GitBook [https://www.gitbook.com/book/indigo-dc/dynpart/details]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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FutureGateway (Programmable Scientific Portal)


The FutureGateway consists of a set of software components able to build, or assist existing web portals or other community oriented
interfaces to become Science Gateways. In accordance to the definition of Science Gateways, the FutureGateway allow the
access to distributed computing resources such as Grid, Cloud and HPC. The idea of the FutureGateway comes from a four
years experiences gained with a similar component named, Catania Science Gateway Framework. Both components have the same
aim of building Science Gateways but the FutureGateway tries to overcome several limitations encountered by the first approach.
In particular the following key points have been identified:



		Provide a more flexible way accessing the distributed computing services.


		Leave to the FutureGateway adopters the choice of the backward portal technology.


		Provide the most simple way to develop ScienceGateway applications.





The FutureGateway comes with a set of configurable setup scripts allowing the installation of
the system on several operating system. The access to the distributed infrastructures exploits the SAGA standard
which can access to different middleware using a common set of API calls. There are many different implementations of
SAGA and the FutureGateway structure allows to use any of them simply providing the proper interface. It is also possible
to use other systems beside JSAGA to deal with distributed infrastructures thanks to the adoption of Executor Interfaces.
The FutureGateway does not force adopters to use a particular kind of portal technology, this system could stay beside an
existing portal or even assist a desktop or mobile applicationbecause it provides a set of REST APIs to interact with the
distributed computing interface services. It also provides a baseline membership management including Authentication and
Authorization mechanisms that can be customized, bypasssed or switched to a special service named Portal Token Validator
that delegates user membership to a dedicated web portal endpoint.


The FutureGateway is currently adopted and developed in the context of the INDIGO-datacloud project. Its PTV service
is configured in order to involve INDIGO IAM system, while a dedicated executor interface have been developed in order
to target the TOSCA orchestrator.



		FutureGateway API Server


		FutureGateway API Server Daemon


		FutureGateway jSAGA Adaptors


		FutureGateway Portal Setup


		fgTools









Installation and Configuration


Detailed documentation on how to install and configure the different components can be found at:



		FutureGateway API Server


		FutureGateway API Server Daemon


		FutureGateway jSAGA Adaptors


		FutureGateway Portal Setup


		fgTools
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OCCI support for OpenStack and OpenNebula


OCCI is a framework that allows management of resources in arbitrary cloud management frameworks through the OCCI standard.
This allow the users to exploit same CLI and APIs to manage diverse Cloud Management Framework in a transparent way.


INDIGO - DataCloud project offersaAn implementation of the Open Grid Forum’s Open Cloud Computing Interface (OCCI) for OpenStack.
extended AWS support for rOCCI. Python and Java libraries for OCCI support.



		OpenStack OCCI Interface (OOI)


		pOCCI


		rOCCI









Installation and Configuration


After setting the INDIGO-DC repositories as explained in the
Generic Installation & Configuration Guide:



		On CentOS 7, as root or otherwise using sudo:

$ yum install -y https://repos.fedorapeople.org/openstack/openstack-liberty/rdo-release-liberty-5.noarch.rpm

$ yum clean all

$ yum install python-ooi

or

$ yum install python-pocci or $ yum install python3-pOCCI

or

$ yum install occi-server or $ yum install occi-cli



		On Ubuntu 14.04, as root or otherwise using sudo:

$ add-apt-repository cloud-archive:liberty

$ apt-get update

$ apt-get install python-ooi

or

$ apt-get install python-pocci or $ apt-get install python3-pocci

or

$ apt-get install occi-server or $ apt-get install occi-cli



		For more details regarding individual services configuration please follow the links above for the respective components
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CloudInfoProvider


The Cloud Information provider generates a representation of cloud resources, to be published inside INDIGO - DataCloud CMDB.


Summary:



		Updates
		CloudInfoProvider v. 0.9.3 [https://indigo-dc.gitbooks.io/indigo-datacloud-releases/content/indigo1/first_update_of_indigo-1.html#cip]








		Release Notes  v. 0.8.5
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


Highlights of the first release:



		The generated representation is described using a Mako template having access to the cloud middleware information.


		An Ansible role is available: https://galaxy.ansible.com/indigo-dc/cloud-info-provider/


		Retrieves images information from OpenNebula and OpenStack.


		send-to-cmdb tool provided for inserting/updating image information inside the INDIGO CMDB (Does not touch images not present in the local cloud middleware).





Supported Platforms



		CentOS7 and Ubuntu 14.04 (trusty)









List of RfCs



		N/A













Deployment Notes


installation & Configuration:



		Please read the detailed information in the Deployment and Administration Guide [https://indigo-dc.gitbooks.io/cloud-info-provider/content/doc/admin.html]











Known Issues



		N/A











List of Artifacts


Packages:



		cloud-info-provider-indigo-0.8.5-1.el7.centos.noarch.rpm [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/x86_64/base/cloud-info-provider-indigo-0.8.5-1.el7.centos.noarch.rpm]


		python-cloud-info-provider-indigo_0.8.5_all.deb [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/binary-amd64/python-cloud-info-provider-indigo_0.8.5_all.deb]













Documentation



		CloudInfoProvider GitBook [https://indigo-dc.gitbooks.io/cloud-info-provider/content/]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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INDIGO OpenMobile Toolkit (OMT) v0.7.3


INDIGO OpenMobile Toolkit - Android Library Project which simplifies access to INDIGO DataCloud API


Summary:



		Release Notes
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes






What’s new


Highlights of the first release of the toolkit:



		basic communication with FutureGateway API


		getting tasks


		creating tasks


		filtering tasks by status and by user


		getting task’s details


		preparation for passing the access token from IAM





Supported Platforms:



		Mobile OS: Android 4.2+









List of RfCs



		commits/v0.7.3 [https://github.com/indigo-dc/omt-android/commits/v0.7.3]













Deployment Notes



		the AAR file (the library) can be run/install without sample-app


		the APK file with sample app can be installed on the device via Android Debug Bridge command: $ANDROID_HOME/platform-tools/adb install PATH_TO_APK_FILE


		Ansible playbook available on GitHub [https://github.com/indigo-dc/omt-android/blob/master/indigo-omt.android.yml]











Known Issues



		N/A











List of Artifacts



		https://jcenter.bintray.com/pl/psnc/indigo/indigo-omt-android-library/0.7.3/indigo-omt-android-library-0.7.3.aar













Documentation



		INDIGO OMT GitBook [https://www.gitbook.com/book/indigo-dc/omt-android/details]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]

or


		https://github.com/indigo-dc/omt-android/issues
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FutureGateway API Server


The FutureGateway aids the creation of Science Gateways or enable existing community oriented interfaces to become a Science Gateway, thus accessing any distributed computing resource using a simple set of REST APIs.


The FutureGateway API Server project implements the interface of a RESTful API Server, compliant with CSGF APIs [http://docs.csgfapis.apiary.io/#reference/v1.0/application/create-a-task] specifications. Any activity processed by this interface will be then processed and orchestrated by the FutureGateway API Server Daemon component.


This service offers the same capabilities of the API Server [https://github.com/FutureGateway/APIServer] project with the following differences:



		It exploits the CSGF [https://www.catania-science-gateways.it/]‘ GridEngine system to target its supported distributed ifnrastructures


		It may support other executors services just developing the right interface classes into the [API Server Daemon][APIServerDaemon]





The Principal advantages of this solutions are:



		Backward compatibility with existing systems based on the CSGF


		Fast provisioning of ready to go solutions


		Fast prototyping when designing new features and components (including APIServer itself)


		Ideal solution for existing development environments already using CSGF.





Summary:



		Updates
		fgAPIServer v0.0.6 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/fifth_update_of_indigo-1.md#fg]


		fgAPIServer v0.0.5 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/second_update_of_indigo-1.md#fg]


		fgAPIServer v0.0.4 [https://github.com/indigo-dc/indigo-datacloud-releases/blob/master/indigo1/first_update_of_indigo-1.md#fgapis]








		Release Notes v. v0.0.3
		What’s new


		List of RfCs


		Deployment Notes


		Known Issues


		List of Artifacts








		Documentation


		Support









Release Notes v. 0.0.3






What’s new


First official implementation fo the FutureGateway APIServer front-end


Supported Platforms:



		Linux(ELx/Deb), MacOSx


		Ubuntu 14.04 Server, CentOSX, MacOSx









List of RfCs



		N/A













Deployment Notes


Installation methods



		Clone from GitHub [https://github.com/indigo-dc/fgAPIServer] or install it through PortalSetup scripts [https://github.com/indigo-dc/PortalSetup]


		Download tarball [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/fgAPIServer_v0.0.3.tar.gz] from the INDIGO-DC repositories.











Known Issues



		N/A











List of Artifacts


Tarballs:



		CentOS 7 - fgAPIServer_v0.0.3.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/centos7/SRPMS/tgz/fgAPIServer_v0.0.3.tar.gz]


		Ubuntu 14.04 - fgAPIServer_v0.0.3.tar.gz [http://repo.indigo-datacloud.eu/repository/indigo/1/ubuntu/dists/trusty/main/source/fgAPIServer_v0.0.3.tar.gz]













Documentation



		Please refer to FutureGateway documentation [https://indigo-dc.gitbooks.io/futuregateway/content/]











Support



		Please use the INDIGO - DataCloud CatchAll GGUS Support Unit [https://wiki.egi.eu/wiki/GGUS:INDIGO_DataCloud_Catch-all_FAQ]
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