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This is a Demo of using the F5 Python SDK to automate the process of deploying BIG-IP DNS.

Lab 1: Connecting to UDF 2.0 1
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CHAPTER 1

Connecting to UDF 2.0

This lab goes through the process of launching the demo environment, connecting via Windows RDP, and licens-
ing/resetting the BIG-IP devices.
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CHAPTER 2

Launching Deployment

From https://federate.f5.com find the “UDF” link and click on it.

Unified Demo Framework

You should see the main UDF page. Click on the “Blueprints” link.

C' @ Secure | https://udff5.com/info

© udf

Info

Deployments 0 I nfO

Blueprints
Welcome to UDF 2.0 Beta

Please see UDF 2.0 Beta - Getting Started befor
release notes, and all other information.

Find the “DNS Automation Demo” Blueprint and click on “Deploy”

DNS Automation Demo
Eric Chen
F5, Regional Architect - Cloud

You will see “Deploy From Blueprint” and click “Deploy” again.



https://federate.f5.com
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«f Deploy From Blueprint

Name

DNS Automation Demo

Purpose:

Region:
@ US West (Oregon)

CANCEL DEPLOY

You should now see the “DNS Automation Demo” screen that has the “Start” button listed.

Click on “Start”.

< ALL DEPLOYMENTS

o DNS Automation Demo

| $0.02 9
A Documentation i2 Components [T IP Addresses

The Deployment is now starting.

o DNS Automation Demo -

& $0.54 9

[3 Documentation ££2 Components [ IP Addresses

6 Chapter 2.
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CHAPTER 3

About the Demo Environment

This demo is designed to provide a solution with the following attributes.
* Two BIG-IP devices in separate Data Centers (Regions, Availability Zone, etc...)
» Two backend servers in separate DC
* The two DC are routable to each other via L3

¢ Provide recursive DNS for internal clients

External
Client
- @ T [ o]
BIG-IP 1 Internet BIG-IP 2
0
[ o ] [ e ]
Server 1 ® Server 2
Internally
Routable
e 20

The desired behavior for requests
» External clients round-robin between backend servers
* Persist External client requests to original DC server if requests move between DC

* Internal client requests will have affinity to local DC server




F5 DNS Automation Demo 12.1.x Documentation, Release

DNS Automation Demo: External Clients

@ [ o ]
—_
_—— [ o ] Server 1
BIG-P 1
External
Client T -
@ [ o}
[ o ] Server2

BIG-IP 2

External
Client

Server 1
[ o ]

DNS Automation Demo:

I

Internal
Client DC 1

Internal
Client DC 2

— 8

BIG-IP 1

Server 1

G — @Os
Server 2
BIG-P 2

External Requests round-robin
BIG-IP 1or2

Persist Connection to original
server regardless of DC

Internal Clients

Internal Client Affinity to local DC

Chapter 3. About the Demo Environment



CHAPTER 4

Servers in the Demo

Hostname MGMT IP | Network IP | Login / Password
win2008-rdp | 10.1.1.10 10.1.20.5 administrator / [see details page]
bigipl 10.1.1.7 10.1.10.240 | admin / admin

bigip2 10.1.1.8 10.1.10.240 | admin / admin

serverl 10.1.1.4 10.1.240.10 | centos or user / [ssh key]
server2 10.1.1.5 10.1.250.10 | centos or user / [ssh key]
automation 10.1.1.6 10.1.20.8 centos or user / [ssh key]
jenkins 10.1.1.11 ubuntu / [ssh key]
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CHAPTER B

Connecting with Windows RDP

Once the Deployment is finished starting click on the “Components” tab to get a view like the following.
< ALL DEPLOYMENTS

~f DNS Automation Demo

> $0.54 Q
Running Per Hou Solution

B sToP  SHARE @ DELETE

[@ Documentation £ Components  [IIJ IP Addresses

F5 Products

‘ + ADD ‘ Subnets ‘ + ADD ‘ Systems ‘ + ADD
bigip2 Management server2
BIG-IP 12.1.1.1.0.196 10.1.1.0/24 CentOS 7
Running Running Running
ACCESS v DETAILS DETAILS

ACCESS v DETAILS

Find the win2008-rdp component and click on the “Access” button to display the “RDP” link.

win2008-rdp
Windows Server 2008 R2 Base

>

DETAILS

automation

11
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Download/launch the RDP link.

Warning: For MAC user, it is recommended to use Microsoft Remote Desktop. You may not be able to access
your jumpbox otherwise. It is available in the App store (FREE).

The username is “Administrator” and the password can be found under the “Details” page of the win2008-rdp com-
ponent. Note: copy/paste of the password into the RDP session does not work. You can copy the password, open the
RDP session settings in your RPD clinet and paste the password there. Save it and open the RDP session. You should
see a desktop that looks like the following.

Warning: Help for small font/text. The lab is optimized for a 1080p display. For HiDPI displays you may want
to re-size your screen first. See HiDPI Displays for some suggested tips.

For help on changing the Keyboard Language please see Change keyboard input

12 Chapter 5. Connecting with Windows RDP



CHAPTER O

Licensing/Resetting BIG-IP

When a UDF Deployment is started you will need to re-license the device. There are links on the Desktop to expedite
this process.

First find the “License” links.

Double-click on both of these and you should see a window appear briefly like the following.

Next find the “Resetting” links.

)
il
i
Reset BIG-IP 1

Double-click on both of these and you should see a window appear briefly like the following.

13



F5 DNS Automation Demo 12.1.x Documentation, Release

talling full UCS (12.1.1> da
saving active configuration...

The previous steps go through a scripted process of resetting the license and
restoring the system to a known state via a UCS restore.

You are now ready to start the next Lab: Creating BIG-IP DNS Sync Group

14 Chapter 6. Licensing/Resetting BIG-IP



CHAPTER /

Appendix

HiDPI Displays

The default resolution is intended for low DPI monitors (i.e. 1080p).

If you need to change the DPI (make the font/text large) right click on the desktop.

View
Sortby

efrest

Click on the “Make text and other items larger...”

[ he dsply setings antbechanged rom aremote sesson |

Change the appearance of your display

BEtEH,
Identy

Display:

Resalution: fposo ~ 1620 7

Advanced settings

What display settings should  choose?

ES Eom| T

Select “150%”. Logout/login.

€ Smaller - 100% (default) Preview

© Medium - 125%

& Larger - 150%

15
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Change keyboard input

The default keyboard mapping is set to english. If you need to change it, here is the method
* Click on the start menu button and type ‘Language’ in the search field.
* Click on ‘change keyboards’ option in the search list
Control Panel (8)

& Region and Language

9 Change display language:

9 Change the languages used for partially translated menus and dialogs
S Install or uninstall display languages

B3 Make text and other items larger or smaller

P Change keyboards or other input methods

 Change location

9 Change the date, time, or number format

- See more results

| language] (X} Log off »

[istat) 2 & = € 2

¢ Click on ‘Add a language’

by ' Region and Language
B = Text Services and Input Languages X

General | Language Bar | Advanced Key Seftings|

x

1 Default input language

Select one of the installed input languages to use as the default for all
input fields.

[Engish (United States) - US ~|

[ Installed services

Select the services that you want for each input language shown in the list.
Use the Add and Remave buttons to modify this list.

English (United States)
= Keyboard
- Us
& French (France)
& Keyboard Add

= French
Remove

* Add the language you want to have for your keyboard mapping.

v EN English (United States)

FR French (France)

Show the Language bar

| en [ 1y 217pM

* Select the language (bottom right of screen).

Lab 1 will cover the process of connecting to UDF 2.0.

16 Chapter 7. Appendix



CHAPTER 8

Creating BIG-IP DNS Sync Group

The following is adapted from the official F5 documentation:

https://support.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-implementations- 12-1-0/3.html#
conceptid

First start by launching Google Chrome.

In Chrome you should see links to BIG-IP 1 and 2.

Login to BIG-IP 1 username: admin, password: admin

Hostniame

bigip1 f5dlemo cor m

1P Address
10407

) Convriht 1996-201

Take a look at the current config. You should see BIG-IP DNS is provisioned.

17
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There is an existing self IP.

Current Resource Allocation

Disk (96GE) |MGMT

Hermon (7 508) B ——
Madule | Provsioning [u
[ Management (MGHT) N
[1] Cartier Grade NAT (CONAT) Disabled v B
[ Local Trafic (LT I Norminal e E
[ Anplication Security (AShY) [ None [
M Fraud Protection Senvice (FPS) ) None N
[ Global Trafic (GTM) 2/ Nominal v E

= Application | + IP Address | + Netmask | & VLAN/Tunnel | <

O sl ip

10110240 2552552550 edernal tra

Delete.

18
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CHAPTER 9

Configuring BIG-IP DNS

The following will go through the basic steps of setting up BIG-IP DNS.

Enabling DNS Sync

First go to DNS -> Settings -> GSLB -> General

Find the “Synchronize” checkbox and click on it.

Add Data Center

Next go back to DNS -> GSLB -> Data Centers
Create a Data Center (DC) named SUBNET_10 and SUBNET_30.

DNS » GSLB:Data Centers : Data Cener List » New Data Center...

F Name. ‘ SUBNET_10]
- I

Add Server

Next go to DNS->GSLB->Servers
Create a server bigipl associated with SUBNET_10 and bigip2 associated with SUBNET_30.

19
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Name | Address Data Center
bigipl 10.1.10.240 | SUBNET_10
bigip2 | 10.1.30.240 | SUBNET_30

General Properties
Name bigipt

Product BIG-IF System (Single)

Address: [ 10.1.10.240
Translation:
Link Auto-Select ¥
Add

Address List 1011020

(optional)

Remove| Eai]

Data Center SUBNET_10_ v

Syncing BIG-IP DNS
At this point BIG-IP 1 has the desired BIG-IP DNS configuration, but it needs to be synced with BIG-IP 2.

From the Desktop launch “Putty”.

Find the BIG-IP 2 login.

pe:
C Raw O Tehet  Riogn & S5H O Seial

Login. username: admin, password: admin

Run the command:

run /gtm gtm_add -a admin@10.1.10.240

Warning: In the lab the self-ip is configured to allow ALL services. This is not a safe production configuration.

When prompted confirm/enter password.

20 Chapter 9. Configuring BIG-IP DNS
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1 oLE (acTivE)
1 Standalone

Data Center List
- Statistics - =
) inmps
- Search

&3 ons || [~ Availability | Name

(<) SUBNET_10
Delivery -

0 susnera
osLe

Enable | Disable | Delete
Zanes

You should have a pair of BIG-IP devices that are in a DNS Sync Group. The next lab will go through the process of
scripting these actions.

You are now ready to start the next Lab: F5 Python SDK

9.4. Syncing BIG-IP DNS 21
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cHAaPTER 10

Optional Exercises

The following next lab, 5 Python SDK, will perform all of the following sections via an automation script. You can
choose to perform all of these tasks to understand what the automation will be performing, but at the end of this lab
you will delete the work that you have done.

DNS Cache

In the Demo environment we will use BIG-IP DNS as a DNS resolver. Create a DNS cache named “dns_cache”. This
needs to be done separately on each BIG-IP device.

Under DNS -> Caches -> Cache List: Create a DNS cache profile “dns_cache” and accept default values.

1048578 bytes
ize || 10485760 bytes

16536 entries

DNS Profiles

Two DNS profiles are required. One for providing a resolving DNS server and one for external DNS requests (bad
idea to have an open resolver on the internet). Now create them on both BIG-IP’s.

External DNS Profile

Under DNS -> Delivery -> Profiles -> DNS: Create a profile named “external_dns” that only provides GSLB and
disables fallback to BIND.

23
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DNS » Delivery: Profiles : DNS »» New DNS Profile...

General Properties
Narne edernal_dns
PatentProfile dns v
Denial of Service Protection
Rapid Respanse Mode Disabled ¥

Rapid Response LastAction | [Drop, v

Hardware Acceleration

Frotocol Validation Disabled ¥
Response Cathe Disabled ¥
DNS Features
DNSSEC Enabled v
658 Enabled ¥
DNS Express Enabled v
DNS Cache Disabled v
DNS Cache Name Select v
DNS P8 to [Py Disabled ¥
Unhandled Query Actions Allow v
Use BIND Server on BIG-IP Disabled ¥
DN Traffic
Zone Transfer Disabled v
DNS Security Disabled v
DNS Security Profile Name Select.. ¥
Process Recursion Desired | [Enabled ¥
Logging and Reporting
Logging Disabled ¥
Logging Profile Select.. ¥

AR Statistics Sample Rate

Cancel || Repeat || Finished

Internal DNS Profile

Under DNS -> Delivery -> Profiles -> DNS: Create a profile named “internal_dns” that enables a DNS cache for
resolving names.

DNS »» Delivery : Profiles : DNS »» New DNS Profile...

General Properties
Name internal_dns

Farent Profile ns v

Denial of Service Protection

Rapid Response Mode Disabled ¥
Rapid Response LastAction | [Drop 2
Hardware Acceleration
Protocal Validation Disabled ¥
Response Cache Disabled ¥

DNS Features

DNSSEC Enabled ¥
6518 Enabled v
DNS Express Enabled v
DNS Cathe Enabled v
DN Cathe Narme dns_cache ¥
DNS P to [Pvd Disabled v
Unhandled Query Actions Allow v
Use BIND Server on BIG-IP Enabled v

DNS Traffic
Zone Transter Disabled v
DN Security Disabled v
DN Sesurity Profile Name Select.. v
Process Recursion Desired | [Enabled v

Logging and Reporting
Legging Disabled ¥
Logging Profile Select. ¥

AVR Statistics Sample Rate

Cancel || Repeat || Finished

DNS Listeners

For external DNS we have two listeners for each BIG-IP. One external and one internal. First create on both BIG-IP’s
the external Listeners. Apply the external_dns profile to each. Use these IP addresses:

24 Chapter 10. Optional Exercises
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Device | Address Port
bigipl | 10.1.10.13 | 53
bigip2 | 10.1.30.13 | 53

External DNS Listener

DNS -> Delivery -> Listeners

Here is the external DNS listener

DNS »» Delivery: Listeners: Listener List » New...

I Name external_ns_listener
State Enabled

Type: © Host' Network
Address:| 1041043

VLAN Trafic AIVLANS v

Protacal UDF ¥

DINS Profile extemal_gns v

Internal DNS Listener

Next create on each BIG-IP internal listeners via the LTM menu. The listener is a virtual server. Specify follow-
ing source address range on each internal listener: 10.1.0.0/16, UDP profile is set to udp_gtm_dns, and apply the

“internal_dns” DNS profile. Keep all other settings as default.

Use these IP addresses:

Device | Address Port
bigipl | 10.1.10.13 | 53
bigip2 | 10.1.30.13 | 53

Create listeners for external and internal DNS. Name the external listener “external_dns_listener” and the internal

listener “internal_dns_listener”.

Here is an example of the internal Listener:

10.3. DNS Listeners

25



F5 DNS Automation Demo 12.1.x Documentation, Release

Local Traffic » Virtual Servers : Virtual Server List » New Virtual d

General Properties

Name internal_dns_listen er
Destription

Type Standard v
Source Address 1010016

Destination Addressiiask 1011043

Senice Port 53 Other:

Notity Status to Virtual Address | (@

State Enabled v

Configuration: | Advanced ¥

Protocol Uop
Protacal Profie (Clien) udp_gtm_ns
Protocal Prafie (Server) (Use Client Profile)
Selected
o
ssLprfl clend =
i
oy
Selected
Com
85L Profle (Serven =
oy
oo
=
Enatied
iCom
|| s
Authentication Profies
e
s
SMTPS Profie None v
Client LDAP Prafile None
Server LDAP Prafle None
SMTP Profle Nome
WetiSacket Profile None
DNS Profile intemal_ns v

Note that the source address is set to 10.1.0.0/16, , and the DNS profile is set to “internal_dns”.

For the demo all requests go through the internal listener, but in another environment you could split this
out.

LTM Configuration

Now we have to configure the LTM section of both BIG-IP’s. Since both BIG-IP’s are standalone the configuration
steps has to be applied to both BIG-IP’s.

First create an http profile named “http-XFF” that inserts X-Forwarded-For headers Local Traffic -> Profiles -> Ser-
vices -> HTTP

26 Chapter 10. Optional Exercises
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Local Traffic :» Profiles : Services : HTTP > New HTTP Profile...

General Properties

I Name http-+FF
Proxy Mode Reverse v
FParent Profile hitp ¥
Settings Custom

Basic Auth Realm
Fallback Host

Fallback on Error Codes
Request Header Erase
Reqguest Header Insert

Response Headers Allowed

Reguest Chunking Presere ¥
Response Chunking Selective ¥
OneCannect Transfarmations Enabled
Redirect Rewrite Mone v
Encrypt Cookies

Cookie Encryption Passphrase

Confirm Cookie Encryption
FPassphrase

Insert s-Forwarded-For Enabled v =
In the Demo LTM is configured to use cookie persistence, insert X-Forwarded-For headers, and use Priority Groups
for delivering traffic.
Pools
Create a pool “serverpool” on each BIG-IP. Local Traffic -> Pools
Assign HTTP and TCP monitors Enable Priority Group Activation with “1 Available Member”

Device | Pool Member #1 | Port | Priority Group | Pool Member #2 | Port | Priority Group
bigipl 10.1.240.10 80 10 10.1.250.10 80 0
bigip2 10.1.250.10 80 10 10.1.240.10 80 0

Pool config example:

10.4. LTM Configuration 27
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Local Traffic » Pools : Pool List »» New Pool...

Configuration: | Basic v

I Mame serverpool
Desctiption | |
Active Available
Common hitps_443 Fs
5 tcp a2 hitps_head_fa
Health Maonit - -
ea anitors it S insand
== tep_half_open
udp
Resources
Laad Balancing Methad Round Robin A
Priority Group Activation Lessthan.. Y|/ 1 Available Member(s)
* Mew Mode ' New FQDMN Node
Mode Name:| 10.1.25010 (Cptional)
Address: 10.1.25010
Service Port: | 80 HTTF r
Priarity: 1] (optional)
Mew Members
Add

R:AP10C:0101.2401010.1.240.10:80
R POC010.1.2501010.1.250.10 :80

Edit || Delete

| Cancel || Repeat || Finished |

Virtual Servers

In the next step create two standard TCP virtual servers per BIG-IP. One external and one internal. Apply the http-XFF
profile, SNAT Automap and the pool “serverpool”

Use following IP addresses

Device | Name Address Port
bigipl external_vs | 10.1.10.10 | 80
bigipl internal_vs | 10.1.10.100 | 80
bigip2 | external_vs | 10.1.30.10 | 80
bigip2 | internal_vs | 10.1.30.100 | 80

Here a configuration example:

28 Chapter 10. Optional Exercises
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Local Traffic »» Virtual Servers : Virtual Server List :» New \irtual Server...

General Properties

I Mame external_vs
Description
Type Standard A
Source Address
Destination Address/Mask 10.1.10.10
Fenice Fort 50 HTTP v
Motify Status to Wirtual Address <
State Enahled *
Configuration: | Basic M
Frotocol TCP v
Protocol Profile (Client) tcp v
Frotocol Profile (Server) (Use Client Profile) r
HTTF Profile hitp-XFF r
Source Address Translation Auto Map ¥
Default Pool +/| [ serverpool v
Default Persistence Profile cookie v
Fallback Persistence Profile source_addr v

Cancel | Repeat Finished

DNS Topology

After BIG-IP DNS and BIG-IP LTM are configured and ready to run, it is time to create the logical geographical load
balancing. BIG-IP DNS will receive DNS requests and respond based on the location of the requesting IP.

The demo will show two sections:

1. Split DNS: BIG-IP DNS will respond to internal clients with private IP addresses differently than for external
clients with IP addresses that are not internal.

2. regional Loadbalancing - based on the region of the client IP the response will be different. Note: we will
simulate the request with a private IP address range, because this lab is not exposed to the Internet.

The steps to create geolocation based load balancing on BIG-IP DNS are:
1. add the virtual servers

create the pools

create wide-IPs

create regions

A

create records

All configurations have to be applied one BIG-IP DNS only. The config changes will be synced to the other BIG-IP
DNS via a sync group that was created before.

10.5. DNS Topology 29
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Step 1: Virtual Servers

BIG-IP DNS has to be aware of the services that are provided by BIG-IP LTM. BIG-IP DNS sees BIG-IP LTM as a
Server that is bound to a datacenter. For BIG-IP DNS the virtual servers on the BIG-IP LTM are virtual servers on the
server in the datacenter.

Create the virtual servers on BIG-IP DNS under:
DNS -> GSLB -> Servers
Use following IP addresses for the virtual servers:

Device | Name IP:PORT Health Monitor
bigipl external_vs | 10.1.10.10:80 | bigip
bigipl internal_vs | 10.1.10.100:80 | bigip
bigip2 | external_vs | 10.1.30.10:80 | bigip
bigip2 | internal_vs | 10.1.30.100:80 | bigip

Here an example:

DNS :» GSLE : Servers : Server List :» external_vs

General Properties

Marme external_vs

Address 101.10.10

Service Port HTTP

Translation 10.1.10.10

Translation Service Port a0 HTTF A

Assigned Link

Link Auto-Select ¥

Status Enabled ¥

Configuration: | Basic v

Selected Available
Common Common
Health Monitors bigip ==| | oateway_icmp
atp
== hﬂp

hitp_head_fa -

Step 2: Pools

The next step is to configure the pool. under: DNS -> GSLB -> Pools

Configure two pools (internal_pool and external_pool) with following load balancing methods: * Preferred: Topology
* Alternate: Round-Robin * Fallback: none

use following settings:

Name Type | Pool Members
external_pool | A bigip1:external_vs, bigip2:external_vs
internal_pool | A bigip1l:internal_vs, bigip2:internal_vs

Here an example:

30 Chapter 10. Optional Exercises
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DNS :» GSLB:Pools : Pool List :» New Pool...

General Properties

Mame external_pool
Type A A
State Enabled ¥
Configuration
Selected Auailable
ICommon
=2 bigip
Health Monitors higip_link
B external
firepass_otm &
Up | [Down
Availability Reguirements All ¥ | Health Maonitor{s)
Bits: Disahled ¥
Limit Settings Packets: Disabled ¥

Current Connections:| Disabled ¥
Manual Resume
TTL 30
Dynamic Ratio
Maximum Answers Returned 1 v

Werify Member Availahility bd

Members

Preferred: | Topology v
Load Balancing Method Alternate: | Round Robin r
Fallback: | Returnto DNS v

Fallback IP 0.0.00

Yirtual Server: | internal_vs JCommonibigipt) - 10.1.10100:80 b
Ratio: 1
Add

Member List external_vs {Commontbigipty-101.10.10:80, Ratio{1)
external_vs yCommondbigin2y - 10.1.30.10:80, Ratiof1)

Delete| |Up| |Down

Step 3: Wide IPs

The next step is to configure the Wide IP. under: DNS -> GSLB -> Wide IPs

use following settings and Topology as load balancing method

Name Type | Pools Last Resort pool
www.fSdemo.com | A external_pool, internal_pool | external_pool

Here an example:
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DHS . GSLB:Wide IPs :Wide IP List :» New...

General Properties: | Basic M

Hame
Type
Description

State

iRules

iRule List

Pools

Load Balancing Method

Fersistence

Fool List

Last Resort Pool

Step 4: Topology Regions

The next step is to define regions that will be used by topology records. under DNS -> GSLB -> Topology -> Regions

Use following IP addresses:

wwnw fademo.com

A v
Enabled ¥

Selected Available

Topology v

Disabled ¥

Foal | Select.. *
Ratio| 1
Add

ICommon
external_pool{d) Ratiof1)
internal_pooliA) Ratiof1)

Edit||Delete|Up| |Dawn
v

MNone

Name Subnets

internal_network | 10.1.240.0/20

region_1 10.1.10.0/24,10.1.240.0/24
region_2 10.1.30.0/24,10.1.250.0/24

Here an example:
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DHS :» GSLE : Topology : Regions »» Properties : internal_network

-0 2

Froperies
—

General Properties
Mame internal_network

Partition f Path Commaon

Region Members

Member Tvpe: | IP Subnet r
is A
IF Subnet: i
Add
Mernber List IP Subnetis 10.1.240.0020
Delete

Step 5: Topology Records

The last step is to define the topology records, that BIG-IP DNS will use for load balancing decisions under DNS ->
GSLB -> Topology -> Records

use following settings

Source is/is not | Destination

region /Common/internal_network | is not pool /Common/external_pool
region /Common/internal_network | is pool /Common/internal_pool
region /Common/region_1 is region /Common/region_1
region /Common/region_2 is region /Common/region_2

Verifying configuration

Testing Internal Connections

Now it is time to test if your configuration works.

Now run the “Test Serverl” link.

108 219 o 33242
al % Reced

)
ived # Rferd fuerasd
Dload

o 35362

and run the “Test server2” link.
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The “test-server[1-2]” links are simulating requests from internal clients. Note that BIG-IP DNS is configured to prefer

requests to the same Data Center.

Question Can you explain how this is being done?

Testing External Connections

Find the “Test External” link.

Double-click on it and you should see:

219 100 219 @ 0 30156

The “Test External” link is simulating requests from an external client. BIG-IP DNS is configured to use round-robin

load balancing between the two backend servers.

From Google Chrome find the link for “www.f5demo.com”. The Windows Desktop client is
external client.

Question Using Google Chrome the requests will always go back to the same server, why?
Deploying without Automation. This will cover the basic steps of:
1. Adding BIG-IP servers to BIG-IP DNS
2. Creating BIG-IP DNS Cluster
This provides some context of what the automation will be performing.
Additional optional exercises.
1. Creating BIG-IP LTM Virtual Server and Pools
2. Creating BIG-IP DNS Virtual Server and Pools
3. Creating BIG-IP DNS Wide-IP

configured to act like an
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cHAPTER 11

F5 Python SDK

The F5 Python SDK provides an interface to the iControl REST interface.

This provides the ability to translate actions that you would have normally done via the GUI to actions that can be
performed from Python.

Via GUI

DNS » GSLB:Data Centers : Data Center List » New Data Center...

General Properties.

Name SUBNET_10|

Via Code

def add_datacenter (self,datacenter):

"add datacenter in BIG-IP DNS"

self.mgmt.tm.gtm.datacenters.datacenter.create (name=datacenter,partition=self.
—partition)

This Lab will combine the process of creating a BIG-IP DNS deployment in Lab 2 and automate the process using the
F5 Python SDK. The Python code in this lab is run as a script to deploy BIG-IP configurations. Think of this script
like a remote tmsh Command Line Interface (CLI) to the BIG-IP. Here’s an example of adding a server to BIG-IP DNS
using the script.

CLI example

python bigip_dns_helper.py —--host=10.1.1.7 \
—-—action add_datacenter --datacenter SUBNET_10

In this example we have created a Data Center (DC) named “SUBNET_10” using the F5 Python SDK example from
before.

A full description of sample inputs (taken from this lab) can be found at the end of this lab in the Lab Appendix. 7he
Script

For Python nerds; the pseudo code to invoke this from the CLI:
Python Pseudo Code
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parser = OptionParser ()
parser.add_option('--host")
parser.add_option('--datacenter')
parser.add_option('-—-action')

(options,args) = parser.parse_args()
dns_helper = DnsHelper (options.host)

if options.action == 'add _datacenter':
dns_helper.add_datacenter (options.datacenter)
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cHAPTER 12

Restoring the BIG-IP Configuration

This step is to cleanup the BIG-IP config that was created in Lab 2. RDP into the Windows jump host.
Reset both BIG-IP to be the same state as after Lab 1.

Find the “Resetting” links on the Desktop.

Verify that you no longer see the changes that were previously deployed.
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cHAPTER 13

Run Demo

This Lab is not intended to teach you how to write Python code, but instead demo how it can be leveraged to help

automate a solution.

On the Desktop you will find the “Run Demo” link. Double-click the link.

L
=i

Run Dema

The script is currently configured to output all the REST calls making for a verbose output.

in Demno [_[C=

STATUS: 208 Content—Ty,

sconfigisavestate”, "co

An excerpt of the script that performs Lab 2 (create a DNS Sync Group):

python bigip_dns_helper.py —--host=10.1.1.7 \
——action enable_sync

python bigip_dns_helper.py —--host=10.1.1.7 \
—-—action add_datacenter --datacenter SUBNET_10
python bigip_dns_helper.py —--host=10.1.1.7 \
——action add_datacenter —--datacenter SUBNET_30

python bigip_dns_helper.py —--host=10.1.1.7 \

—-—action add_server --datacenter SUBNET_10 --server_name bigipl --server_ip=10.1.10.
240

python bigip_dns_helper.py --host=10.1.1.7 \

—-—action add_server --datacenter SUBNET_30 --server_name bigip2 --server_ip=10.1.30.
240
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python bigip_dns_helper.py —--host=10.1.1.7 \

—-—action save_config

sleep 3

python bigip_dns_helper.py —--host=10.1.1.8 \

—-—action gtm_add --peer_host=10.1.1.7 —--peer_selfip 10.1.10.240

There is the same number of steps involved, but one-click!

The full script can be found on GitHub.
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https://github.com/f5devcentral/f5-dns-automation-demo-12-1-x/blob/master/f5-udf-2.0/udf.sh

cHAPTER 14

Exploring the Demo

Take a look at what has been deployed. (Hint: Look at the Optional Exercise from Lab 2).

From the Network Map you can see that we have a set of external/internal DNS listeners and external/internal LTM
Virtual Servers.

Network Map

satus [anystas v| e [AiTwes v seann |+
Show Summary || Update Man

Search iRule Definition

Local

external_ns_istener internal_ns_listener itermal.vs_defaul_vs_80
L =]
@ internal_vs_pool_0
@ external vs_default_vs_80 e
@ extornal vs_pool_0 |Virtual Server 240,104
10.1.250.10:80
© 10.1240.10:80 | Destination Address °
@ 101.250.10:80 | 101.30.10
Partition / Path

Common/exemal_vs.ann

Application Services Integration iApp

The demo script utilizes the Application Services Integration iApp to deploy the LTM L4-L7 services.

iAipps »» Application Services : Applications

* Search|
|~ Name

extemal_vs

< Template Templ

appsves_integration_v2.0.003
internal_vs

Delete.

appsves_integration_v2.0.003

iApp Scripts

The iApp is  deployed using  modified scripts from:

https://github.com/F5Networks/
fS-application-services-integration-iApp/tree/master/scripts

# import Application Services Integration iApp onto BIG-IP
python iapps/import_template_bigip.py
—1.1.7 appsvcs_integration_v2.0.003
python iapps/import_template_bigip.py
—1.1.8 appsvcs_integration_v2.0.003

——impl iapps/iapp.tcl --apl iapps/iapp.apl 10.

——impl iapps/iapp.tcl —--apl iapps/iapp.apl 10.
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# Create L4-L7 services

python iapps/deploy_iapp_bigip.py -r 10.1.1.7 iapps/sample_http.json

—addr=10.1.10.10 \
——pool_members=0:10.1.240.10:80:0:1:10:enabled:none,0:10.1.250.

—10:80:0:1:0:enabled:none —--iapp_name external_vs

python iapps/deploy_iapp_bigip.py -r 10.1.1.8 iapps/sample_http. json

—~addr=10.1.30.10 \
——pool_members=0:10.1.250.10:80:0:1:10:enabled:none,0:10.1.240.

—10:80:0:1:0:enabled:none —--iapp_name external_vs

python iapps/deploy_iapp_bigip.py -r 10.1.1.7 iapps/sample_http.json

—addr=10.1.10.100 \
——pool_members=0:10.1.240.10:80:0:1:10:enabled:none,0:10.1.250.

—10:80:0:1:0:enabled:none —--iapp_name internal_vs

python iapps/deploy_iapp_bigip.py -r 10.1.1.8 iapps/sample_http. json

—addr=10.1.30.100 \
——pool_members=0:10.1.250.10:80:0:1:10:enabled:none,0:10.1.240.

—10:80:0:1:0:enabled:none —-—-iapp_name internal_vs

—--strings pool___

--strings pool___

—--strings pool_

—-—-strings pool___

You can view the parameters used to configure the iApp under iApps -> Application Services.

ifipps » Application Services : Applications » external_vs

Template Selection:  Basic

Narne external_vs

Template appsves_integration_v2.0.003 + [Change.

Fe

Intraduction Pleass complets the following template

ipp Options

1App: Strict Updates enabled

40 Statistics Handler
Creation enabled

iApp: Mode auto
iApp: Log Level 5

iApp: Route Domain auto

140R: ASM. Deploymentode | [ presenve-bypass ¥

1App: APM: DieploymentMode || preserve-bypass ¥

Virtual Server Listener & Pool Configuration

Virtual Server: Address 10.130.10

Virtual Server: Mask 255.255.265.255

Vitual Server: Port 0

Virual Server: Default Pool o
Index

index | o Name: Description: Adv Options: | min-active-merbe || X

L Method: [round-robin v Monitor(s):| 01

Pool: Pos Table
Add

Pool: Member Default Port 0

Pooi i 0 1PNode Name:| 10,1 25010 ~ Port[ g Connection Linit| o Ratio:| 1 Priority Group: [ 10 State: enabled

Poal: Members Poollix | o 1P/Node Name: | 10,1 24010 ~ o[ g Connection Linit| o Ratio:[ 1 Priority Group: | o State: enabled

Add

Testing Connections

This demo is designed to provide a solution with the following attributes.
* Two BIG-IP devices in separate Data Centers (Regions, Availability Zone, etc...)
» Two backend servers in separate DC
* The two DC are routable to each other via L3
* Provide recursive DNS for internal clients
The desired behavior for requests

¢ External clients round-robin between backend servers

| adv options: | none

EE

| Adv options: | none
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* Persist External client requests to original DC server if requests move between DC

* Internal client requests will have affinity to local DC server

Testing External Connections

Find the “Test External” link.

Double-click on it and you should see:

The “Test External” link is simulating requests from an external client. BIG-IP DNS is configured to use round-robin
load balancing between the two backend servers.

From Google Chrome find the link for “www.f5demo.com”. The Windows Desktop client is configured to act like an
external client.

Question Using Google Chrome the requests will always go back to the same server, why? (Hint: Look at the Optional
Exercise from Lab 2).

Testing Internal Connections

Now run the “Test Serverl” link.

) o 33242
ed x Rferd Aueragd
Dload

and run the “Test server2” link.

The “test-server[1-2]” links are simulating requests from internal clients. Note that BIG-IP DNS is configured to prefer
requests to the same Data Center.

14.3. Testing External Connections 43



F5 DNS Automation Demo 12.1.x Documentation, Release

Question Can you explain how this is being done? (Hint: Look at the Optional Exercise from Lab 2).

Disabling a pool member

On BIG-IP 1 go to iApps -> Application Services
Click on “external_vs” and click reconfigure.
Disable the external_vs pool member 10.1.240.10.

alige| o 1PiNode Name: | 191 240.10 ~| Port| a0 Connetion Limit:| g
allex| o 1PiNode Name: | 191 250.10 ~| Port| an Connection Limit:| g
i

Re-run the external tests.

Please proceed to Lab 4. Welcome to the Lab 4 Lab Guide

Rati:| 1 Priority Group: | 10 State: | gisatiled
Rati:| 1 Priority Group: | o State: | enabled
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cHAPTER 15

Optional Exercises

Changing the requirements

Can you change the behavior to the following:

1. External requests will not persist to the same backend server (still round-robin, Hint: one change to each external
LTM Virtual Server)

2. Flip the affinity of the internal requests (could be done via either LTM/DNS)

Automating the change

The second change “flipping the affinity” can be done via changing the automation script to change how the LTM
Virtual Servers are deployed. Reset the deployment and deploy with an updated deployment that implements that
change.
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cHAPTER 16

Lab Appendix

The Python Script that is used in this lab was created by Eric Chen. This is considered F5 contributed software.
K80012344 covers this.

From K80012344.

F5 contributed software

F5 employees create and test software contributed to GitHub as part of supporting the development
community related to F5 products. However, if the software is not a specific tagged release listed as F5
Supported in this article, and if the software is not also available on the F5 Downloads site, F5 does not
provide technical support for them, and may refer you back to GitHub for community support for the
project in question. For more information and for community discussions, refer to the information
available for that software in the GitHub repository.

The Script

Enable DNS Sync

python bigip_dns_helper.py —--host=[MGMT IP] \
—-—action enable_sync

This performs the GUI steps of Enabling DNS Sync

Add Data Center

python bigip_dns_helper.py —--host=[MGMT IP] \
——action add_datacenter —-datacenter [Data Center Name]

This performs the GUI steps of Add Data Center
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Save Config

python bigip_dns_helper.py —--host=[MGMT IP] \
—-—action save_config

This performs the TMSH equivalent of:

save /sys config
save /sys config gtm-only

This ensures that the running configuration is saved to disk.

Syncing BIG-IP DNS

python bigip_dns_helper.py —-—-host=[MGMT IP of BIG-IP that you will WIPE OUT DNS
—config] \
—-—action gtm_add
——peer_host=[MGMT IP of BIG-IP you want to copy from]
——peer_selfip [SELF IP of BIG-IP you want to copy from]

This performs the steps of Syncing BIG-IP DNS

Create DNS Cache

python bigip_dns_helper.py —--host=[MGMT IP] \
—-—action create_dns_cache

This performs the steps of DNS Cache

Create External DNS Profile

python bigip_dns_helper.py —--host=[MGMT IP] --action create_external_dns_profile

This performs the steps of External DNS Profile

Create Internal DNS Profile

python bigip_dns_helper.py —--host=[MGMT IP] --action create_internal_dns_profile

This performs the steps of Internal DNS Profile

Create External DNS Listener

python bigip_dns_helper.py —--host=[MGMT IP] \
——action create_external_dns_listener
——listener_ip [Listener IP]

This performs the steps of External DNS Listener
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Create Internal DNS Listener

python bigip_dns_helper.py —--host=[MGMT IP] \
—-—action create_internal_dns_listener
——listener_ip [Listener IP]
——internal_network [Network/CIDR]

This performs the steps of /nternal DNS Listener

Import iApp Template

python iapps/import_template_bigip.py --impl [TCL file] \
--apl [APL File] \
[MGMT IP] \
[

Name of Template]

This will import the Application Services Integration iApp.

Deploy iApp

python iapps/deploy_iapp_bigip.py -r [MGMT IP] \
[JSON Input] \
—--strings pool__addr=[Virtual Server IP] \
——pool_members=0: [Member IP]:[Member
—Port]:0:1:[Priority Group]:enabled:none, \
0: [Member IP]:[Member,
—Port]:0:1:[Priority Group] :enabled:none

This will deploy an iApp. This is modified from the Application Services Integration iApp GitHub scripts to allow the
specification of “strings” and “pool_members” from the CLI.

This performs the steps from LTM Configuration

Create DNS Virtual Server

python bigip_dns_helper.py —--host=[MGMT IP] \
——action create_vs \
—-—vip [LTM VS IP]:[LTM VS Port] \
--vip_translate [LTM VS External IP]:[LTM VS External Port]
——-vs_name [DNS VS Name]
——server_name [Server Name (BIG-IP Device)]

This performs the steps from Step 1: Virtual Servers

Create DNS Pools

python bigip_dns_helper.py —--host=[MGMT IP] \
—-—action create_pool \
——name [Pool Name]

This performs the steps from Stzep 2: Pools. The pool is configured with a Topology LB method.
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Create DNS Wide IP

python bigip_dns_helper.py —--host=[MGMT IP] \
—-—action create_wideip \
—-name [DNS Name] --pool [DNS Pool #1], [DNS Pool #2]

This performs the steps from Step 3: Wide IPs. The Wide IP is configured with a Topology LB method.

Create Topology Regions

python bigip_dns_helper.py --host [MGMT IP] \

—-—action create_region \

—--name [Region Name] --internal_network [Subnet #1],
— [Subnet #2]

This performs the steps from Step 4: Topology Regions.

Create Topology Records

python Dbigip_dns_helper.py --host [MGMT IP]
—-—action create_topology_record
—--name [Topology Record]

This performs the steps from Step 5: Topology Records. An example of a topology record: “ldns: region /Com-
mon/internal_network server: pool /Common/internal_pool”

During Lab 3 we will utilize the F5 Python SDK to script the steps that were previously performed manually. The
Application Services iApp will also be leveraged to provide Service Catalog of L4-L7 services.

50 Chapter 16. Lab Appendix




cHAPTER 17

Welcome to the Lab 4 Lab Guide

This Lab will show how Jenkins as a build engine can help automate BIG-IP deployments. The automation will be
done in UDF 2.0

This Lab will perform following tasks:
1. License two BIG-IP
2. Reset the config

3. deploy the udf.sh script from lab3 to provision BIG-IP DNS and LTM, create DNS clusters, join LTM and DNS,
deploy iapps and deploy BIG-IP DNS configuration

This will be done without touching the BIG-IPs after the default config is loaded.

The goal of this lab is to demonstrate how complex automation tasks can be hidden behind a generic automation
engine. In this case the deployment is in UDF 2.0. Running through the Lab demonstrates how easy it is to change the
destination to AWS or Azure or private cloud environments with keeping the shim layer unchanged.
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cHAPTER 18

Step 0 - Restoring the BIG-IP Configuration

This step is to cleanup the BIG-IP config that was created in Lab 2 and 3. RDP into the Windows jump host.
Reset both BIG-IP to be the same state as after Lab 1.

Find the “Resetting” links on the Desktop.

Verify that you no longer see the changes that were previously deployed.
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cHAPTER 19

Step 1 - login into Jenkins

This step demonstrates how to login into Jenkins and find the deployment folder.

After both BIG-IP are active again open Chrome in the RDP Session and click on the Jenkins link.

& C | @ MNotsecure | 10,1, 1. 11:8080//0gin?from=%2F

P oapps (@) bigpl (& bigpz [ wewfSdemo.com £ Jenking

Login to the jenkins server. The credentials are on the RDP Desktop in the “Jenkins credentials.txt” file.
After login to the Jenkins Web interface, please note the UDF-demo folder.

[Zradd description

Al +
S W Name | Last Success Last Failure Last Duration Built On
‘D UDF-derno (R TAA, TiA,
lcon: S ML

Legend ) RSS forall [ RSS for failures ) RES for just latest builds

The UDF-folder contains a collection of Projects/Jobs that can be started or build by Jenkins. Click the UDF-demo
folder. In the UDF demo folder there are several Projects from job O to job 3.
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[ UDF-demo
(%add description
Al +
S W Name | Last Success Last Failure Last Duration Built On

Job 0 - clone git repository N/A NAA A 2

i Job 1a - license bigip-1 A 7 /A 2

- Job 1b - license bigip-2 NAA NAA A 2

Job 2a - reset bigeip 1 7 NAA MiA (%3]

(¥ ] Job 2 - reset big-ip 2 NAA N/ NiA (%3]

Job 3 - launch-udf.sh A 7 N/A (%3]

lcon: S ML

Legend ) RSS forall ) RSS for failures [ RSS for just latest builds

In the next steps these Jobs wil be build and the result verified.
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cHAPTER 20

Step 2 - deploying F5 config via automation scripts using Jenkins

The config deployment is split into multiple steps.
Job 0

The task of Job 0 is to download the repository for this lab from github to the Jenkins Servers local HDD. This enables
customer to test and deploy services always from the latest stable or develop cycle.

In the Jenkins GUI click on “Job O - clone git repository”. In order to run the project click on the left side the “Build
Now” link.

FN Up . ) ]
QE stat Project Job 0 - clone git repository
), status

—\ Full project narme: UDF-demoflob O - clone git repository

= Changes

L Workspace

£ Build hlow
(y Delete Project ’ﬁ Workspace
P Configure 0
- " Recent Changes
. Move
Permalinks
Build History trend =
find

F BSS for all ) RSS for failures

Note that at the left side the “Building History” list adds a new build.
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Build History
find
#o Mar 31, 2017
o 28 Mar 31, 2017

3

A pui=h

Click at the new build number. In the next screen there is a link called “Console Output”

() Console Output

Started by user fSadmin at jenkins

[EnwInject] - Loading node enviromment wariahles.

Building in workspace /var/lib/jenkins/workspace/udf-demo

[udf-demo] § /bin/sh -xe /tmp/hudsonlZ74247315674520968. sh

+ purd

Swar/ lih/ jenkins/ workspace/ udf-demo

+ rm -rf fS-dns-automation-demo-1zZ-1-x

+ git clone -h develop https://github. com/chenz3d/fi—dns—sutomation—demo-12-31-x%
Cloning into 'fS-dns-sutomation-demo-12-1-x'...

Finished: 3UCCESS

Click on “Console Output”
In the middle of the screen the console output is displayed.

Question How is the deployment status?

In the task list click on UDF-demo to return to the folder

# Jenkins

Jenkins UDF-demao v Job 1a - license bigip-1

Job 1a and 1b
The task of Job 1a and Job 1b is to license the BIG=IP instances.

there are multiple ways to build a project. In this case click on the “Built On” button at the right side of the screen for
Job la and Job 1b.

(%3]

Question What is the console status after the Job completed?

Job 2a and 2b

The task of Job 2a and 2b is to send the reset scripts from lab 2 and lab3 to the BIG-IP’s.

Build the jobs 2a and 2b. Check the console output for both Projects and their status responses for success.
Question What is the console status after the Job completed?

Job 3

In Job 1 and 2 the BIG-IP were prepared to receive the configuration. Job 3 deploys the udf.sh script from lab 3 to
both BIG-IP’s. After this deployment the BIG-IP’s are ready to serve the service.

Click “Built On” and monitor the console output.

Question What is the console status after the Job completed?
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In Lab 3 we launched the automation scripts via ssh/shell scripts. During this lab we will utilize Jenkins to perform
the automation steps.

Jenkins can provide a more standard way of deploying and monitoring the health of automated workflows.

The goal of this lab is to demonstrate how complex automation tasks can be hidden behind a generic automation
engine. In this case the deployment is in UDF 2.0. Running through the Lab demonstrates how easy it is to change the
destination to AWS or Azure or private cloud environments with keeping the shim layer unchanged.
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CHAPTER 21

Jenkins Pipeline

During the prior lab Welcome to the Lab 4 Lab Guide Jenkins was used to provide a frontend tool to launch the
automation scripts from F5 Python SDK.

This lab will leverage Jenkins Pipeline to create a workflow that will validate the individual steps that are executing in
a more declarative manner.
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CHAPTER 22

Restoring the BIG-IP Configuration

This step is to cleanup the BIG-IP config that was created in prior Labs. RDP into the Windows jump host.
Reset both BIG-IP to be the same state as after Lab 1.

Find the “Resetting” links on the Desktop.

Verify that you no longer see the changes that were previously deployed.
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CHAPTER 23

Creating a pipeline

Jenkins allows you to put together a collection of actions, branch on conditions, and measure the results.
This can be put together to put together a series of stages.

 Stage 1: Enable DNS Sync

* Stage 2: Cluster DNS Devices

» Stage 3: Add additional DNS Configuration

 Stage 4: Import App Svcs iApp Template

 Stage 5: Deploy App Svcs iApp Template

» Stage 6: Add DNS Configuration

 Stage 7: Verify Configuration
To describe these stages we can create a “Jenkinsfile” that will instruct Jenkins to execute these stages.

The following will pull down a copy of the scripts used in this lab and execute the steps to create a DNS cluster.

stage ('clone git repo') {
node {
git url: 'https://github.com/f5devcentral/f5-dns-automation-demo-12-1-x.git"', |
—branch: 'master'
}

stage ('enable dns sync') {
node {
dir ('lib') {
sh 'python bigip_dns_helper.py —--host=' + params.bigipl + ' —-—
—action enable_sync'
sh 'python bigip_dns_helper.py —--host=' + params.bigipl + ' —--
—action add_datacenter --datacenter ' + params.dcl + "'
sh 'python bigip_dns_helper.py --host=' + params.bigipl + ' —-—
—action add_datacenter --datacenter ' + params.dcz2 + ''
sh 'python bigip_dns_helper.py —--host=' + params.bigipl + ' —-

—action add_server --datacenter ' + params.dcl + ' --server_name bigipl --server_ip=

! + params. bigipl selfip 4+ '
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sh 'python bigip_dns_helper.py —-host=' + params.bigipl + ' —-—
—action add_server --datacenter ' + params.dc2 + ' --server_name bigip2 --server_ip=
— ' + params.bigip2_selfip + "'

sh 'python bigip_dns_helper.py —-host=' + params.bigipl + ' —-
—action save_config'

}

}
stage ('gtm add') A
node {
dir ('lib'") {

sh 'sleep 3'

sh 'python bigip_dns_helper.py —--host=' + params.bigip2 + ' —-
—action gtm_add —--peer_host=' + params.bigipl + ' —--peer_selfip ' + params.bigipl_
T

—selfip +
sh 'sleep 3'

}
stage ('additional dns setup') {
node {
dir ('lib'") {

sh 'python bigip_dns_helper.py --host=' + params.bigipl + ' ——
—action create_dns_cache'

sh 'python bigip_dns_helper.py ——host=' + params.bigip2 + -
—action create_dns_cache'

sh 'python bigip_dns_helper.py —--host=' + params.bigipl + ——
—action create_external_dns_profile'

sh 'python bigip_dns_helper.py --host=' + params.bigip2 + ' ——
—action create_external_dns_profile'

sh 'python bigip_dns_helper.py —--host=' + params.bigipl + ' -—-
—action create_internal_dns_profile'

sh 'python bigip_dns_helper.py —--host=' + params.bigip2 + -
—action create_internal_dns_profile'

sh 'python bigip_dns_helper.py --host=' + params.bigipl + ' ——
—action create_external_dns_listener —--listener_ip ' + params.bigipl_dns_listener +
!

sh 'python bigip_dns_helper.py --host=' + params.bigip2 + ' ——
—action create_external_dns_listener —--listener_ip ' + params.bigip2_dns_listener +

]

o

sh 'python bigip_dns_helper.py --host=' + params.bigipl + ' ——

—action create_internal_dns_listener —--listener_ip ' + params.bigipl_dns_listener +
—' ——internal_network ' + params.internal_network + "'

sh 'python bigip_dns_helper.py --host=' + params.bigip2 + ' -—
—action create_internal_dns_listener —--listener_ip ' + params.bigip2_dns_listener +
—' ——internal_network ' + params.internal_network + ''

sh 'python bigip_dns_helper.py --host=' + params.bigipl + ' —--
—action save_config'
sh 'sleep 3'

Note that in this code example that we are no longer using hardcoded IP addresses. These are now parameters that can
be input when the pipeline is executed.
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The full code can be found on GitHub.
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CHAPTER 24

Launching the pipeline

After both BIG-IP are active again open Chrome in the RDP Session and click on the Jenkins link.

&« C | @ Notsecure | 10,1.1.11:8080/0gin7from=%2F

5% apps (@ bigipl (@ bigipz  [1 wwew.FSdemo.com Q Jenkins

Login to the jenkins server. The credentials are on the RDP Desktop in the “Jenkins credentials.txt” file.

After login to the Jenkins Web interface, please note the UDF-demo-pipeline folder.

UDF-demo-pipeline ~

lean: SML

Click on “UDF-demo-pipeline” and you should see.

Jenkins UDF-dermo-pipeline

# Backto Dashboard . . R )

Q, stats Pipeline UDF-demo-pipeline
= Changes

() Build with Parameters e "

5! Recent Changes
© Delete Fipeline =

2 Corfigure
o Move Stage View
O, Ful Stage View

No data available. This Pipeline has nat yet run
© Fipeline Syntax

Build History trend =

Permalinks
find

3 RSS for all FY RSS for failures

In order to run the project click on the left side the “Build with Parameters” link.
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Jerkins UDF-dermo-pipeline

# Backto Dashboard

Pipeline UDF-demo-pipeline

Q status
= Cranges This build requires parameters
() Buid with Paraneters bigip 1 10447
L Move det SUBNET_10
O, Full Stage View de2 SUBNET 30
© Fipeline Syntax Erp—— o1 1020
Build History trend = bigip2_seffip 10.1.30.240
na bigip1_dns_listener 401 1013
3 RSS for all £) RSS for failures bigip2_dns_listener | 40 43913
bigip1_pools 0:10.1.240.10:80:0:1:10: enablect none,0:10.1.250.1 0:80:0: 1:D:enabledinone
bigip2_pools

0:10.1.250.10:80:0:1:10: enablectnane,0: 10.1.240.10:80:0: 1:0:enabled:none

In previous labs all the input parameters were statically defined making the solution only usable with a specific net-
work. By utilizing parameters in Jenkins we are creating a solution that can be deployed more dynamically.

Scroll to the bottom of the page and find the “Build” button and click on it.

region1 10.1.240.0/24,10.1.10.0/24
region2 10.1.250.0/24,10.1.30.0/24
external_server user@10.1.18

serverl

user@10.1.1.4

server2

user@10.1.15

While the build is running you will see.

Jerkins UDF-dermo-pipeline
# Backto Dashboard Piveli UDE-d ioeli
O, status Ipeline -demo-pipeline
= Changes
2 Build with Parameters i
—#? Recent Changes
@ Delete Pipeline =
2% Configure
i Move Stage View
O, Ful Stage View
o enable dns
© Pineline Syrtax clone git repo e
Build History trend — 2s s
finct r -
#12 Apr4,20171236PM i 25
- <} 2
3 RSS for all £) RSS for failures L. - - . . .

Permalinks

o Lasthuild (#12).44 ms ago

When the pipeline is complete you will see:
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Jerikins UDF-demo-pipeline

& Backto Dashhoard

| Status

= Changes

9

© Delete Pipeline

5) Build with Parameters

Pipeline UDF-demo-pipeline

= Recent Changes
=

M Carfigure
L Move Stage View
\ Full Stage View
© Fipeline Syntax clone git repo enable dns
syne
Build History trend =
s 125
find -
Q2 Aprd, 2017 12:36 PM
A 04
2s 12s
Y RSS for all £ BSS for faiures 1238
Permalinks

= Last build (#12), 44 ms ago

gtm add

53s

additional
dns setup

125

12s

Import App
Services
Template

s

2s

Deploy App
Services
Template

§7s

57s

DNS
Configuration

21s

21s

Verify
Configuration

1min 3s

1min 3s
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CHAPTER 25

Failing Tests

In the previous exercise we deployed a successful deployment. In this exercise we will purposely break the pipeline.
Reset both BIG-IP to be the same state as after Lab 1.

Find the “Resetting” links on the Desktop.

Double-click on both of these and you should see a window appear briefly like the following.

e [

- .done
7local/uce/initial-config.

10 ng full UCS (12.1.1> data. excluding Lic
[saving active configuration...

Verify that you no longer see the changes that were previously deployed.
Go back to the ‘UDF-demo-pipeline’ page.

# Backto Dashboard

O, status Pipeline UDF-demo-pipeline
= Changes
£ Build with Parameters .
—#" Recent Changes
© Delete Pipeline
2 Canfigure
U Move Stage View

O, Full Stage View

No data available. This Pipeline has not yet run
© Fineline Syntax

Build History trend —

Permalinks
find

) RSS for all £ RSS for failures
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This time click on the “Configure” link.

Find the “Pipeline” section.

Pipeline
Definition Pipeling script from SCh M
SCM Git v @
Repositories
Repository URL | https:/#github. dns-automation-demo-12-1-x.git ®
Credentials -nong- v e=Add
Advanced..
Add Repository
Branches o buid [ x ]
Branch Specifier (blank for 'any’) | Ymaster @

Add Branch

The current pipeline is configured to pull down a copy of the file “f5-udf-2.0/Jenkinsfile” from the fSdevcentral GitHub
repository. We are going to download a local copy of this file and modify it to simulate a failure.

Select the pulldown for “Pipeline script from SCM” and change to “Pipeline Script”.

Go to GitHub and copy the text into your clipboard. If you are using a Mac or your RDP client is not supporting copy
and paste you can also find a copy of the file on your Desktop. Browse to “Desktop\f5-dns-automation-demo-12-1-
x\f5-udf-2.0”. Right click on the Jenkinsfile and “Edit with Notepad++".

(< 1©N v f5-dns-automation-demo-12-1-x ¥ f5-udf-2.0

Organize ~ Open Share with v New folder
- Favorites Name = ‘
Deskte s
I Desktop I convert-to-jenkinsfile py
3 Downloads
23 Recent Places -
1 SETUF
% Libraries i teste goewitn |
%) Documents 1/ test-in  Restore previous versions
| . _
@ Music /
L i udfsh  gendto »
5 Pictures —
8 videos Cut
Copy
A Computer Create shortcut
Delete
@ Network Rename
Properties

m C:\Users \Administrator\Desktop \f5-

File | Edit Search View Encoding Langu

o Undo Cirl+z

H - Redo Clrl+Y
7 Cut el o
2 Copy Cirl+C )
3 Paste Crl+v
4/ Delete DEL ¢
B scccert ——oni-n |
67 RaniniEnd Calack

| @ C:\Users\Administrator\Desktop \f5-d|

File | Edit Search View Encoding Langua

p Undo Cirl+z
Redo Cirl+y
R @ @ @@
7 Cut crl+X  [om
2 )
3 Paste Cirl+y:
4 Delete DEL
5 Select All Crl+A
f Begin/End Select
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Pipeline

Definition Pipeline script

Script 2

v Use Groovy Sandbox

Paste the contents into the script text area.

Comment out the following lines (around line 100).

Undo Ctrl+Z
Redo Ctrl+shift+Z
Cut Ctrl+X
Copy Ctr+C
Paste Cirl+v

Paste as plain text Ctrl+Shift+v

Select all Ctrl+A
Spelicheck

Writing Direction

Inspect Ctrl+Shift+1

//sh 'python bigip_dns_helper.py —--host ' + params.bigipl +
—topology_record —-name "ldns: region /Common/region_1 server:

1

//sh 'python bigip_dns_helper.py —-—-host ' + params.bigipl +
—topology_record —-name "ldns: region /Common/region_ 2 server:

om

//sh 'python bigip_dns_helper.py ——-host ' + params.bigip2 +
—topology_record —-name "ldns: region /Common/region_1 server:

1

//sh 'python bigip_dns_helper.py —-—-host ' + params.bigip2 +
—topology_record —-name "ldns: region /Common/region_2 Server:

om

[

[

[

[

——action create_
region /Common/region
——action create_
region /Common/region
——action create_
region /Common/region
——action create_
region /Common/region

The result should look something like:

Pipeling script

£ sh *python bigip_dns_helper.py --host 10.1
25 sh *python bigip_dns_helper.py --host 18,1,
e sh *python bigip_dns_helper.py --host 10.1

Seript

1es sh *python bigip_dns_helper.py --host=10.1.1.7

Now click on the Save Button.

--action create_reglon --name internal network --internal
--action create_reglon --name region_l --internal_networt
--action create_reglon --name region 2 --internal_network

--action save_canfig’

m Aoety e

Back on the pipeline page find the “Build with Parameters” link.

“lans: region
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Jerkins UDF-dermo-pipeline

# Backto Dashboard

| Stae Pipeline UDF-demo-pipeline
= Changes This build requires parameters
) Build with Parameters bigip1 0117
© Delete Pipeline
e bigip2 10118
2% Configure
L Move det SUBNET_10
\, Full Stage View dc2 SUBNET_30
© Pipeline Syntax
bigip1_sefip 10110940
Build History trend = bigi2_sefip 10130940
find! bigp1_dns_listener 41 1013
) RSS for all £y RSS for failures bigip2_dns _listener 404343
bigip1_pools

0:10.1.240.10:80:0:1:10:enablectnone 0:10.1 250.10:80:0: --enablect none
bigip?_pools 0:10.1.250.10:80:0:1:10: enablecinone,0:10.1.240.10:80.0: 1.0:enabledt none

Scroll to the bottom of the page and find the “Build” button and click on it.

regiont 10.1.240.0/24,10.1.10 0/24

region2 10.1.250.0/24,10.1.30 0124

external_server ser@10.118

servert user@10.1.1.4

server?

user@10.1.1.5

Once the build completes you should see a failure.

® Jenkins

Jenkins UDF-dema-pipeline

EusLe
# Backto Dashhoard

Pipeline UDF-demo-pipeline

| Status

> Changes
{5 Buid Now 7 Recent Changes
[S—

@ Delete Pipeline

e
Configure N
- Stage View
L Move
Full St: Vi
\ FullStage View enable dns additional dns XL Deploy App DNS Verify
clone git repo syne gtm add setup Services Services Configuration Contiguration
© Pipeline Syntax Template Template
Build History trend — 1s ) 65 535 8 as 505 215 50
finct
T
on Apr3,201712:04 AM " 748ms 3s 53s 8s 2s 42s 20s 36s
onos
o Apr2, 20171120 P failed|
YRS for 2l B RS (or falures pe 2s 9s 53s 8s 3s 59s 22s 1min 5s
23
Permalinks

Last build (#3). 42 min agn

Last stable build (#3). 42 min ago
Last successiul build (#3). 42 min ago
Last completed build (#3). 42 min ago

Hover your mouse over the failure.
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Failed with the following error(s)

m script returned exit code 1

36s

failed

1min 5s

Click on “Logs” to see the detail and expand the failing task.

Hover your mouse over the failure.

Stage Logs (Verify Configuration)
) Shell Script (seff time 325)
| G shell Seript (self time 23)
@ Shell Script (self time 25)
[fS-udf-2.@] Running shell script

+ python test-internal.py userfl@.L1.1.4 US-EAST-10

Failure. round-rebin LE for internal clients

In this case the script “test-internal.py” exited with a non-zero exit code. This causes Jenkins to treat this as a failure.

In this case the script was only expecting to see responses from a single Data Center and instead received responses
from both Data Centers due to the lack of topology records.
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Indices and tables

* genindex

¢ search
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