

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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  The MIT License (MIT)

Copyright (c) 2015 Sherjil Ozair

Permission is hereby granted, free of charge, to any person obtaining a copy
of this software and associated documentation files (the “Software”), to deal
in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell
copies of the Software, and to permit persons to whom the Software is
furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in all
copies or substantial portions of the Software.

THE SOFTWARE IS PROVIDED “AS IS”, WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER
LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM,
OUT OF OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN THE
SOFTWARE.



          

      

      

    

  

    
      
          
            
  
Deep Word -rnn-Tensorflow

[image: _images/branches]Build Status [https://github.com/sgmoorthy/Deepword-rnn-tensorflow]

Multi-layer Recurrent Neural Networks (LSTM, RNN) for word-level language models in Python using TensorFlow.

LSTM Long short-term memory LSTM [https://en.wikipedia.org/wiki/Long_short-term_memory] units (or blocks) are a building unit for layers of a recurrent neural network RNN [https://en.wikipedia.org/wiki/Recurrent_neural_network]

Mostly reused code from GIT [https://github.com/hunkim/word-rnn-tensorflow]




Tools Used

[image: _images/TensorFlowLogo.svg]Tensorflow [http://www.tensorflow.org]

[image: _images/conda_logo.svg]Anaconda [https://anaconda.org/]

[image: _images/Python-logo-notext.svg]Python2.7 [https://www.python.org/]

Before you start ,setup Tensorflow environemnt in your system. i used CPU’s installations using [Conda]




Basic Usage

To train with default parameters on the input folder, run:

python train.py





To sample from a trained model

python sample.py





To pick using beam search, use the --pick parameter. Beam search can be
further customized using the --width parameter, which sets the number of beams , -n set the number of words
to search with. For example:

python sample.py --pick 2 --width 4 -n 100








Tensorflow commands

source activate tensorflow
#to deactivate tensorflow
source deactivate

#to enable the tensorboard to view the neural flow 
tensorboard --logdir=~/Deepword-rnn-tensorflow/logs
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