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Alan Turing Institute Research Computing Service

The Alan Turing Institute Research Computing Service are data science platforms hosted by EPCC [https://www.epcc.ed.ac.uk] for the Alan Turing Institute [https://www.turing.ac.uk].

The Alan Turing Institute Research Computing Service consists of:


	a Helpdesk, run by EPCC.


	the Alan Turing Institute Remote Access Service (Atiras), a Secure Safe Haven with an Intel cluster.




Note: the Cray Urika-GX service was closed on 31st December 2019.

This documentation contains:


	Helpdesk: general information on how to contact the Helpdesk.


	SAFE Documentation: general information on how to use the Turing’s SAFE for helpdesk and support, managing user accounts and project research computing resources, and obtaining resource usage reports.


	Atiras, Secure Safe Haven and Intel cluster User Guide: general information on how to access, connect to and use Atiras.




How we collect, use and share information about your use of the service are explained in the Alan Turing Institute Research Computing Service Personal Data and Privacy Policy.

How the information you provide is used to administer your use of the services through SAFE is explained in the SAFE Privacy Policy [https://safe.epcc.ed.ac.uk/ati/privacy_policy.jsp].
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Related services

As an alternative to using the Alan Turing Institute Research Computing Service, you may also want to consider Cirrus [http://www.cirrus.ac.uk/], an EPSRC Tier-2 National HPC Facility available for users in both academia and industry for computational, simulation, modelling, and data science challenges.

hpc-uk [http://www.hpc-uk.ac.uk/] provides information about organisations across the UK, including EPCC, that offer access to HPC infrastructures and related services such as training.




About this documentation

This documentation is based on the Cirrus Documentation [http://www.cirrus.ac.uk/docs/] which itself draws on the Sheffield Iceberg Documentation [https://www.sheffield.ac.uk/wrgrid/iceberg] and the documentation for the ARCHER National Supercomputing Service [http://www.archer.ac.uk].







          

      

      

    

  

    
      
          
            
  
Alan Turing Institute Research Computing Service Helpdesk

This chapter contains information about the Helpdesk for the Turing’s Research Computing Service. This Helpdesk is run by EPCC [https://www.epcc.ed.ac.uk].


EPCC Helpdesk

The Helpdesk is the first point of contact for all questions relating to the Turing’s Research Computing Service hosted by EPCC.

Support is available Monday to Friday from 08:30 until 18:00, excluding UK public holidays.

The Helpdesk can be reached by e-mail research-computing-support@turing.ac.uk.

Please try and provide as much background information as possible as this will  speed up the processing time considerably. Existing Research Computing Service users will be asked for their user ID, project code, and, where applicable, the commands they are using and the error message they get.




How the helpdesk ticket system works

When a query is submitted by email it is placed in the Turing’s SAFE query system (see Alan Turing Institute SAFE Overview).

When you email your query, you will normally get an automatic acknowledgment by email, including a tracking ID, within a few minutes. If you submit your query through SAFE, it will give you a tracking ID at once. A few minutes later, your query will be assigned to the appropriate expert within the Turing to handle.

The expert may contact you to discuss your problem or to get extra information.

Finally, the expert will send you an answer, and the query will be closed. At this point the helpdesk will send you another message, telling you that this has happened.

Closed queries are kept in the Turing’s SAFE database, so that we can refer back to them when solving future problems, and when writing documentation, etc.

The Turing’s SAFE database is protected by the Alan Turing Institute Research Computing Service Personal Data and Privacy Policy.







          

      

      

    

  

    
      
          
            
  
Alan Turing Institute Research Computing Service Personal Data and Privacy Policy

Information about you: how we use it and with whom we share it

In the Terms and Conditions of Access, the service undertakes to observe this Policy.

This policy applies to personal data about users of the Turing’s Research Computing service. It relates to data gathered on the service itself.

The details that you provide on registration are stored in the Turing’s SAFE and will be processed according to the Turing’s SAFE privacy policy [https://safe.epcc.ed.ac.uk/ati/privacy_policy.jsp].

We will store in the service’s database the personal data you supply to us through the website, when you register as a user of the service and later.

We will also store in the database details of your use of all aspects of the service, including, for example, the amount of processor time and storage space you use, the courses you attend and the queries you send to the helpdesk. This may include some personally identifiable data such as the network addresses you use to connect to the system.

We will use this information to help us manage and administer the service, to review, analyse and audit its performance, security, its patterns of use, and to plan for the future.

This information will be available to appropriate members of the staff who are working on the Turing’s Research Computing Service. They will also be available to the Principal Investigator of your research project and to anyone whom the PI designates as a manager of the project.

Resource usage information will be uploaded to the SAFE where it will be processed according to the SAFE data privacy policy.

Periodically, the service will be examined by auditors acting on behalf of your funders, and they may see your personal data. They will be acting under conditions of professional confidentiality.

We reserve the right to monitor your use of the service, including anything you transmit over the Internet, and any data or software you store on our systems, in order to ensure that you and all the other users are complying with the Terms and Conditions of Access and not breaking the law. We must allow any court or other competent authority to inspect our records of your use of the system, or your data, and to take copies of it, if this is legally required; and we must report your activities to the competent authorities if we know or suspect that you are breaking the law. These are legal obligations for us.

We would not be able to administer the service properly, nor adequately account to our funding bodies for our conduct of this project, without processing your personal data in our database in this way. For this reason, we have to ask you to consent to this policy. This consent is included in the Terms and Conditions of Access.

We may retain the data that we gather on the system for the duration of the Turing’s Research Computing Service. Data that could be used to identify you directly will not be retained longer than two years after the end of the service.

If you have any questions about the treatment of your personal data, please email the Helpdesk at research-computing-support@turing.ac.uk.





          

      

      

    

  

    
      
          
            
  
Alan Turing Institute SAFE Overview

The Turing’s SAFE is a web-based application that is used for:


	Administering Alan Turing Institute Research Computing Service user accounts.


	Managing account a project resources (kAU, disk quotas, etc.)


	Reporting on usage of the system.


	Helpdesk and support.





SAFE for individual users

All users have accounts on the Turing’s SAFE [https://safe.epcc.ed.ac.uk/ati] through which they can view the resources they have access to, administer their account, query their usage of the service, and submit support requests.

More information on performing these tasks can be found in SAFE for Individual Users.




SAFE for project leaders

Project leaders (PI’s and any designated project managers) can also use the Turing’s SAFE [https://safe.epcc.ed.ac.uk/ati] to approve requests to join the project, manage their project resources on the Turing’s Research Computing Service, and generate reports on the project usage on the Turing’s Research Computing Service.

More information on performing these tasks can be found in SAFE for Project Leaders.







          

      

      

    

  

    
      
          
            
  
SAFE for Individual Users

The Turing’s SAFE [https://safe.epcc.ed.ac.uk/ati] is an online user
service management system. Through SAFE, individual users can request
machine accounts, reset passwords, see available resources and track
their usage. All users must be registered on SAFE before they can apply
for accounts on the machines in the Turing’s Research Computing Service.


Registering, logging in, passwords


Register on SAFE


	Go to SAFE New User Signup
Form [https://safe.epcc.ed.ac.uk/ati/signup.jsp]


	Fill in your personal details. You can come back later and change
them if you wish


	Click “Register”


	You are now registered. Your SAFE password will be emailed to the
email address you provided. You can then login with that email
address and password




At this point your account is registered on SAFE but you do not
have a machine account on the Turing’s Research Computing Service.

To obtain a machine account on the Turing’s Research
Computing Service you require a
Project Code. Your project’s PI or Project Manager should be able to
supply you with these details. Once you have them you should:


	Login to SAFE.


	Request an account for a Research Computing Service machine.







Login to SAFE


	Go to SAFE [https://safe.epcc.ed.ac.uk/ati]


	Type in the email address you have registered with.


	Type in your SAFE password.


	Click “Login”.


	You are now on the Main Page and here you can see menus along the top
which give access to SAFE functionality.







Change your personal details on SAFE


	Login to SAFE.


	Go to the menu Your details and select Update personal details


	Make the changes you wish


	Click Commit Update to save the changes


	Go back to Your details and you will see the revised information




Do not forget the last step, or nothing will happen.

Note: your postal address does not automatically include the name
of your department and institution; if you want these in your postal
address, you must type them again.




Change your email address on SAFE


	Login to SAFE.


	Go to the menu Your details and select Update email


	Enter the new email address and click Request




A verification email will then be sent to the new email address. This
email contains a link which you must use to verify your new address. On
acknowledging your new address the change will be committed and you must
use the new email address when logging into SAFE.




Change your SAFE password


	Login to SAFE.


	Go to the menu Your details and select Change SAFE password


	Fill in the boxes and click Change







Reset your SAFE password


	Login to SAFE.


	Enter your email address


	Click Email


	The SAFE will mail your password to your email address.




SAFE will only mail to email addresses it already knows. But email is
not a secure medium, so if you change your password this way, you should
immediately change it again from inside SAFE.

Note: anyone could go to SAFE, type your email address and request
a new password by clicking “Email”. If that happens you will receive
an email message out of the blue saying that your password has been
changed. In this case you should change your password again as soon as
possible.




Request an account for a Research Computing Service machine


	Login to SAFE.


	Go to the menu Login accounts and select Request login account


	Choose the project code for the machine you want from the Project
pull-down list.


	Then press Select Project. A new screen will appear.


	Press the radio button next to the machine you want the account
for then press  Select Machine.


	In the field next to Request username, enter the username you
would prefer to use on this machine.

Every username must be unique, and you must create a new machine
account with a unique username for each project you work on.
Usernames cannot be used on multiple projects, even if the previous
project has finished.



	Accept the Terms and Conditions of Access by clicking the
appropriate button.




When you do this, you will be sent an acknowledgment by email, which
will include your SAFE password — you should change this as soon as
possible.

You will have to wait for your PI or project manager to accept your
request to register. When this has happened, the systems team are
prompted to create your account on the machine. Once this has been
done, you will be sent an email. You can then
Get your password for the service machine from your SAFE account.




Get your password for the service machine

Wait till you receive the email with your details. Then:


	Login to SAFE.


	Go to the menu Login accounts and you will see your account on the
machine listed. Click username


	This will display details of your account. Click View Login Account
Password You will need to enter in your SAFE password and then click
view, and you will see your password to the machine




This password is generated randomly by SAFE. It’s best to
copy-and-paste it across when you login to the machine.




Reset the password on your machine account

If you have forgotten your current password, or it has expired, then
you can ask for it to be reset:


	Login to SAFE.


	Go to the menu Login accounts and select the account you need the
new password for


	Click username which displays details of this machine
account.


	Click New Login Account Passwd




The systems team will change your password. When this has been done,
you will be informed by email; this means that you can come back to
SAFE and Get your password for the service machine.




Change a password on your machine account

This is machine-specific.

Note: When you change your password on machines in this way, the
changes are not reflected on SAFE, so please remember your new
password.

hydra-vpn.epcc.ed.ac.uk gateway:


	At the command-line, run:

passwd







	You will be prompted to enter your old password.


	You will be prompted to enter your new password twice.




Alan Turing Institute Cray Urika-GX Service:


	At the command-line, run:

change_ldap_passwd







	You will be prompted to enter your new password twice.


	You will be prompted to enter your old password.




Atiras portal:


	Go to the Atiras portal home page.


	Click the menu labelled by your username at the top-right of the page.


	Select ‘Settings’.


	
	Fill in the following fields:

	
	‘Current Password’


	‘New Password’


	‘Confirm New Password’










	Click ‘Update Password’.




Atiras Secure Safe Haven and build arena virtual machines:

If running a SSH (secure shell) session, or from terminal window in an
RDP (remote desktop) session:


	Run:

passwd







	You will be prompted to enter your old password.


	You will be prompted to enter your new password twice.




Alternatively, if running an RDP (remote desktop) session:


	Click the button icon on the top right hand side of the desktop.


	You will be presented with a dialog box. Click your user name then
select ‘Account Settings’.


	Click ‘<your-virtual-machine-username>’ on the row of user names.


	Click the button (with five blobs) next to the ‘Password’ field.


	
	Fill in the following fields:

	
	‘Current Password’


	‘New Password’


	‘Verify New Password’










	Click ‘Change’.









User Mailing Options


View user mailings

All mailings are archived and can be viewed in SAFE [https://safe.epcc.ed.ac.uk/ati].


	Login to SAFE.


	Go to the section View user mailings.


	Press the View button to access the mailings.







Join, or leave, a mailing list

There are three mailing lists available.


	Major Announcements mailings contain information on major service
upgrades and future plans. All users are subscribed to this list by
default.


	Service News mailings contain information on training courses,
newsletters, events, and other general announcements. All users are
subscribed to this list by default.


	System Status Notifications inform users when the service goes up
or down, including the reminders of the next planned maintenance
shutdowns. Users are not subscribed to this list by default. You
will need to explicitly subscribe to this list if you wish to
receive these emails.




You can subscribe to any combination of these email lists via SAFE:


	Login to SAFE.


	Go to the menu Your details click Email list settings


	In the panel headed Mailing list preferences click on the mailing
lists you would like to subscribe to.


	Click Update List Preferences




If you wish to unsubscribe from user mailings completely:


	Click on the menu Your details click Update personal details find
Opt out of user emails field and click it.


	Click Commit Update. Do not forget this step, or nothing will
happen.




Note: This overrides any option enabled in Mailing list
preferences panel.

Note: Regardless of whether you are subscribed to a particular
mailing list, you can still view all user mailings which have been
sent, from within SAFE. See View user mailings for details.






Tracking and Managing Available Resources


Check how much time and space are available to you


	Login to SAFE.


	Go to the menu Login accounts.


	Select the username which you wish to see details for.




You will then see the information for this account. You will see the
quotas for disk space (if your project group is using these) and how
much is in use.

You can also see which file systems your project is using. Under the
heading Volume you will see entries for RDF (if used by your
project), home and work and in brackets after each, the name of
the file system they are hosted on, followed by the current usage by
your project, and total quota.

The budget values displayed are updated every morning, and the values
shown for disk use are updated four times a day. For this reason, all
these values may not be completely up-to-date. If there is a lot of
activity in your project, the numbers shown could be significantly
different from from the current ones.




Request more kAUs/disk space

In the first instance, please contact the principal investigator, or
the project manager of your project. The PI will then take the
necessary steps to either allocate you more resources out of the
project reserve, or to request an increase from the helpdesk/research
councils.

The helpdesk does not own project resources and has no authority to
allocate them to individual users. This responsibility lies with the
project PI/project manager.




Review the use you have made of the service, or the activity of the service as a whole


	Login to SAFE.


	Go to the menu Service information and select Report Generator.


	Select the report you wish to run and the format you want the output
in (web, PDF, CSV, XML) by clicking the appropriate icon in the list.


	Complete the required information in the form: this will usually
consist of at least a date range to analyse and may have other
options depending on the report you are running.


	Click Generate Report.




If you are a PI or Project Manager, you will have access to additional
reports to generate information on whole projects or groups as well as
your own usage and the usage of the service as a whole.






Miscellaneous


Check the queries you have submitted to the helpdesk


	Login to SAFE.


	Go to the menu Help and Support and select Your support
requests.


	Click the number of a query to check the contents of the query
log.




This will show you the queries of yours that haven’t yet been resolved.

Note: some of the internal correspondence about a query will not
be shown.

You can also use SAFE to submit a query — use New support request.




Register your approval — or your annoyance


	Login to SAFE.


	Go to the menu Help and Support and select Service feedback.


	Click on the scale somewhere between 5 penalty points and 5 gold
stars indicating your level of anger or delight.


	Optionally: enter a comment in the comment box.


	Click Set Token.




The tokens may appear in the public service reports, although your
name will not be published with them. Although an entry in the comment
field is optional, it necessarily gives greater weight to your
feelings - without it we cannot tell why you have set a token.









          

      

      

    

  

    
      
          
            
  
SAFE for Project Leaders

Project Leaders can manage the resources and users associated with
their projects through the Turing’s SAFE.


Getting Started


Your allocation has been set up as a project on the service. Your first steps.

Here are some of the things you should consider doing; not all of them
will be needed for every project:


	Change your SAFE password.


	Get your own account on a Research Computing Service machine.


	Register project users.


	Designate a user as a project manager.


	Decide whether to Set up project groups within your project, in order to administer time
and other resources.







Get your own account on a Research Computing Service machine

If you are not going to work on the machine yourself, you do not need
to do this. You can administer your project through SAFE alone. But if
you want a machine account:


	Login to SAFE.


	Go to the menu Login accounts and select Request login account
button.


	Select the desired project from the pull down list and click Select
Project.


	Select the desired machine from the pull down list and click Select
Machine.


	Enter your Requested username and click on Request.




You will get an acknowledgment screen, from which you can return to
your main page. Now (as a project leader) you have to accept your own
request for an account, see Register project users.




Check project alerts


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to check.


	This will display a page with a variety of options for managing your
project.


	Project alerts and warning are highlighted in Amber and Red.


	To request emails for alerts, or to change the frequency of the
emails.


	Click Update.


	Beside “Frequency of Alerts” select the required frequency.


	If the emails should go to someone other than the PI, enter the email
address(es) into the ‘Recipients for alerts’ box.


	Click Update to save the changes. Do not forget this step, or
nothing will happen.









Managing your allocated resources


What is “period allocation”?

A period allocation contains kAUs which have been allocated for a
project to use within the specified time period. Period allocations
are valid for a specific resource pool (machine) and have definitive
start and end dates. When the end date of the period allocation
passes, any leftover kAUs will automatically expire.




View and manage your period allocation

You can view and manage your period allocation via SAFE.


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to work with.


	This will display a screen with a variety of options for managing the
project.


	Click on Manage Project Resources.


	Click on Manage Group Time Allocations for Resource Pool (ATI).




You will then see the details of your allocation. Please check them
carefully to make sure you are looking at the correct one.


	Resource Pool (machine). “ATI” refers to the Turing’s Research
Computing Service.


	Amount of kAUs.


	Dates It is possible to have multiple successive period
allocations, but they can never overlap if they are for the same
resource pool. Before carrying out any project management tasks
please check the dates and make sure you are managing the correct
allocation.




You can skip between the period allocations by clicking on the “>>>”
(next period) and “<<<” (previous) buttons at the bottom of the page.

To manage the allocation, see:


	Set up project groups within your project


	Administer time within your project.




Project management tasks for the period allocation can be carried out
at any time, but the allocation will be active, i.e. usable, only
between the specified dates. Thus, you can set up project groups in
advance.




Set up project groups within your project

Project groups can be used to administer time and other resources within
your project.


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to create the group.


	This will display a screen with a variety of options for managing the
project.


	Click Project Group Administration.


	Click Add new sub-group.


	This will take you to the screen for creating new project groups.

Fill in a suffix to your project code in the box: for example, if
your project code is t01, you might chose t01-a. Project group names
cannot be more than eight characters in total.



	If this group is to be used for guest budget users, tick “Guest
Budget”.


	Click Create.




Single user accounts can only belong to one project group.




Delete a project group

You can only delete a project group if it has no resources or members.
You must remove all its members (see Remove a user from a project group)
and all its time (See Move time between budgets). Also, if it has disk quotas
set (see Administer disk space), it cannot be deleted; they will
have to be removed first. Then:


	Go to the menu Projects managed and select the project you wish
to delete the sub-group from.


	Click on Project Group Administration.


	Select the project sub-group you want to delete. You will only be
able to select the groups which have no time, space or members.


	Click Delete. This will ask for confirmation that you wish to
delete the sub-group.


	Click Yes.




Deleting a group involves removing its various directories. The
systems team has to do this, so there will be a short delay.




Administer time within your project

Time is measured in allocation units (kAUs), and is held in
budgets. Every project group has its own budget. There are always at
least two project groups in your project:


	general group: This has the same code as the project itself.
Every member of the project is a member of this group, so the time in
its budget is available to them all.


	reserve project group. This has a name of form t01-reserve.
It has no members, so no one can use the time in its budget. This
budget can be used to hold time which the PI or project manager
wishes to hold in reserve for later use.




Initially, all your time is in the general group’s budget. If you are
happy with all your users using the same budget, you can leave things
as they are.

If you wish to divide the time up between groups, you can
Set up project groups within your project. In this case you will probably want to move all
the time out the general group, since this can be used by everyone.

You may wish to Allocate time to a single user. This is a special
case of a project group: one with only one member.

The reserve budget is provided so that if you wish you can control the
use of time by your project members: you can keep most of the time in
your reserve budget, and move it to the other budgets as required. We
recommend that you should do this, even if you don’t need to create
other project groups.




Move time between budgets


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to work with. This displays a panel with information for the project.


	Click Manage Project Resources.


	Click Manage Group Time Allocations for ATI.


	Click the Move From and Move To buttons of the project groups you
want to change.


	Enter the number of kAUs you wish to move in the box.


	Click the Submit Budget Allocation Changes button. Do not forget
this step, or nothing will happen.







Allocate time to a single user

As all the time in a project group is shared by all its members, the
only way to reserve some time for a single user is to create a project
group for that user alone.


	Create a group for the user (see Set up project groups within your project). For example,
if we are in project t01 and the user is fred, you might call
the new project group t01-fred.


	Add the user to the group (see Add users to an existing project group).


	Move time between budgets into the new project group so that the user has
the time you want them to have.




Remember that time in the general group’s budget is accessible to all,
so you will probably want to move all of the project’s time away from
there.




Administer disk space

Start by reading about how to Administer time within your project as the administration
of disk space is related to this, and is also done using project
groups. The two project groups which exist in each project can also be
used for administering space.


	general group. This has the same code as the project itself,
includes every member of the project. The disk quotas of this project
group can therefore be used by them all.


	reserve project group. This has a name of form t01-reserve,
has no members, so no one can use the disk space which is in its
quotas. You can use these quotas to hold space which you want to hold
in reserve for later.




Homespace and workspace are administered separately. A project has an
overall limit for each of these. Within that limit, every portion of
space must belong to one or other of the project group quotas. Thus,
to start with, all the homespace (for example) allocated to a project
is either in the general homespace quota or the reserve homespace
quota. Space never belongs to more than one group quota.

Note: The reserve quota is not a real quota, in fact. It has no
existence on the service machine - just in the database.

Beyond the general and reserve quotas, you can also have quotas for
the project groups which you create. But this is not compulsory. If
you’re thinking about using project group quotas, you need to be aware
that they are implemented using Unix groups, which are only just
adequate for the task.

Let’s use homespace as an example—workspace is similar. Suppose you
are project t01. To start with, one Unix group will be assigned to
this project. The homespace directories for all users will be in
directory /home/t01/t01/ - this is where the general group is
held. User john, for example, will have directory
/home/t01/t01/john/ as his homespace directory. (In fact, if this
is the first project he joined, that’s where he will log in.) Any file
created in any of the directories under /home/t01/t01/ will belong
to the Unix group for project t01.

If you create a project group t01-a with no homespace quota, this
will not change. But the moment you give a homespace quota to this
project group, a Unix group will be assigned to it and a directory
will be created for it: /home/t01/t01-a/ . If user john is a
member of this project group, he will have a directory
/home/t01/t01-a/john/ . Any files he creates under that directory
will belong to t01-a and will be counted against its quota.

john is still a member of the general project group, so he can still
create files there. If he belongs to other project groups which have
quotas, he’ll have directories for these as well. He can only create
files in the project groups he is a member of, since he can’t access
the directories of the other groups. It’s up to him to make sure that
he creates his files in the right places, so that they get charged to
the right project groups.

You should also note that once you have instituted project group
quotas, there’s no easy way back. Removing them and reassigning all
the files to other groups is a complex job and will require special
arrangement with the systems team - send a request to the Turing’s
Research Computing Service helpdesk if you need to do
this.

Most projects in fact use their project groups only for administering
time, and allow their users to have access to all their space. You
could if you wish make use of user quotas (see
Create a quota for a project group, or move space between quotas) to stop individual users from taking
too much space.

Note: the above points do not apply to the reserve quotas, since
they don’t exist on the service machine. They’re just a book-keeping
fiction, and using them is cost free. We recommend this to any project
which is concerned about running out of space.




Create a quota for a project group, or move space between quotas

Start by reading about how to Administer disk space. If you are
still determined to use project group quotas, this is how.


	Login to SAFE.


	Go to the menu Projects manaaged and select the project you wish
to work on. This will display a panel with the project information.


	Click Manage Project Resources.


	In the Group Quotas section, click on Archive, Home or Work
depending on which kind of quota you wish to create.


	You will now see a list of your project groups, including the general
and reserve groups. Project groups which have no quota will show the
note No quota set.


	Click the Move From and Move To buttons of the groups you want to
change.


	Fill in the number of Gb to move in the box.


	Click Submit Group Allocation Changes.




Do not forget the final step, or nothing will happen. The act of moving
quota space to a project group which has no quota set converts that
project group to one with a group quota, administered by a Unix group,
as discussed in Administer disk space above.

Quota changes are carried out by the systems team. Once this has been
done, you will receive an email informing you. If you ask for the
quota to be reduced below the current size of the files in the project
group, the systems team will reject your request, and you will get an
email saying this.




Set a quota for an individual user

User disk quotas are completely separate from project group quotas. A
user quota simply places a limit on the amount of space which a
particular user can occupy in workspace or homespace. There’s nothing to
stop you setting user quotas which add up to more (or less) than the
total space. To set a quota for a user or users:


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to work on. This will display a panel with the project information.


	Click Manage Project Resources.


	In the User Quotas section, click Home or Work.


	You will see a list of users. Enter a value for each of the users
whose quota you wish to change.


	Click Submit Changes.




Once again, these quota changes are carried out by the systems
team. Once they have finished, you will receive an email.

As with group quotas on the work file-system you can only be absolutely
sure of writing data when you are more than 7Gb below your quota limit.






Managing Project Users


Register project users

You must not apply for machine accounts on behalf of other users, or
let others use accounts that belong to you. Account sharing is
strictly forbidden on the Alan Turing Institute Research Computing
Service. Every user must register on SAFE and then request an account for
the Research Computing Service machine

In order to get an account, a potential user needs to know your
project code. This is included in the email which SAFE sends to you,
as PI, when your project is set up.


	Give the users the project code.


	Request that every register on SAFE and then request an account
for the Research Computing Service machine.


	If you notice that the menu Projects managed is highlighted orange,
then this indicates that there is a request for project membership.
Now you have to accept (or reject) each user’s request.


	Login to SAFE.


	Go to the menu Projects managed and select project requests and
you will see the details of the user who has applied.


	Click the button next to the user.


	You will see the user’s details, and at the bottom of the page
buttons to accept or reject them.




If you now accept the user, they will get an account. This is the last
chance to stop someone who should not be there! Take a few seconds to
check the user’s details, especially their email address, to make sure
that they are who they say they are. Please check their nationality as
well: it’s your responsibility to make sure this is right.

When you accept a user, the systems team is automatically requested to
create the account on the service machine. When this has been done, the
user is emailed; allow a working day for this. The user can then login
to SAFE and get their password for the service
machine.




Track user sign up requests


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to affect.


	Click the Update button.


	Enter your email address in the New Account Signup Notification
List box. By default, the PI is notified.


	Click Commit Update. Do not forget this step, or nothing will
happen.







Designate a user as a project manager

A project manager can do everything in a project that a PI can do,
except designate another project manager. You can designate as many
project managers as you wish.


	Make sure the user has an account in your project.


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to appoint a project manager for. This will display a screen with a
variety of options for managing the project.


	Click Add project manager.


	A drop down list will be displayed which contains all the users
within the project. Select the user you wish to make a manager.


	Click Add.




If you later wish to remove a project manager, click Remove project
manager, select the project manager and then click Remove.




Designate a user as a project sub-group manager

A project sub-group manager can only move time and disk quota between
the groups they manage. They can also create new sub-groups underneath
these groups. (If you manage a parent group you automatically manage
all its children). Sub-group managers can also accept new people into
the project and run reports on the project.


	Make sure the user has an account in your project.


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to appoint a project sub-group manager for.


	Scroll down to project groups and click on Project Group
Administration.


	Select the project-subgroup that you wish to assign a sub-group
manager for. Click on Add Manager.


	You will now have a drop down list of all the users who are sub-group
members but not currently managers. Select the new manager from this
list and click Add and then confirm the change.




To add users to the new project group, see the next question. A user
can belong to more than one project group.




Add users to an existing project group


	Login to SAFE.


	Go to the menu Projects Managed and select the project you wish
to are work on. This will display a screen with a variety of options
for managing the project.


	Click on Project Group Administration.


	Scroll down and click on the project sub-group that you wish to add
members to.


	Scroll down and click on Add accounts.


	This lists all of the active users accounts within project, select
the users that you should have access to the project group clicking
the boxes next to their names and click Add.




To see which members have access to the project group, select project
sub-group and click List Members.

If the project group is using disk quotas (see
Administer disk space), this operation is carried out by the systems
team, so there may be a short delay. Otherwise, it happens at once.

A user can belong to more than one project group.




Remove a user from a project group


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to work on. This will display a screen with a variety of options for
managing the project.


	Click on Project Group Administration


	Scroll down and click on the group you wish to work with.


	Click on Set membership and you will see the list of users with a
tick beside those who are members.


	Tick or Untick the users as required for membership.




To see the membership of a group, select project group and then
click List members which shows the list of current members.

If the project group is using disk quotas (see
Administer disk space), this operation is carried out by a the
systems team, so there may be a short delay. Otherwise, it happens at
once.




Temporarily stop a user from using any time in your project

This is called deactivating a user. A user who has been deactivated
cannot use any of your budgets. This means that they cannot do any
work, in effect, so we recommend that you use this facility with
care.


	Login to SAFE.


	Go to the menu Projects managed and select the project you are
working on.


	Click Administer Users.


	Select the user or users you wish to deactivate.


	Click Deactivate.




To reactivate the users, do the same, but click Activate instead.




Remove one or more users from your project

Before doing this, bear in mind that it will result in all their files
in your project being deleted. Are you sure that this is what you
want? If so:


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to work on. This will display a screen with a variety of options
for managing the project.


	Click Administer Users.


	A list of all your users will be displayed. Tick the box next to
the user (or users) in question, then go to the bottom and click
Remove  User from Project.




SAFE will now ask you to confirm your action. If you do, all the files
and directories in your project which belong to the users will be
deleted, and the users will be removed from any of your project
groups, so that they will not be able to use your time. In addition,
if a user does not belong to any other project, their account on the
service machine will be closed.




Send a mailing to all users in your project


	Login to SAFE.


	Go to the menu Projects Managed and select the project you wish
to work on. This will display a screen with a variety of options
for managing the project.


	By Project mailings click on View


	You will see a list of all of the previous project mailings, and
the option to compose a new one.


	Select Compose


	To change the mailing or content, you can use the Edit Subject
and Edit buttons. Once you have changed the text select
Update.


	To send the mail click Send.

There is an option to Start Over - this will wipe the content of
the email.

The Abort option will take you out of the mailing page completely.










Tracking your Project Usage


Check the current state of your project’s time and space


	Login to SAFE.


	Go to the menu Projects managed and select the project you wish
to work on.


	Under Project groups you can see the current state of each
project group’s budgets. If it uses disk quotas, you will see these,
together with how much of is in use.




If a project group’s use of a quota is getting close to the maximum,
it is highlighted in pink.

The budget values displayed are updated every morning, and the values
shown for disk use are updated four times a day. For this reason,
these values may not all be completely up-to-date. If there is a lot
of activity in your project, the numbers shown could be significantly
different from the current ones.




Track what your project’s users and project groups are doing

This can be done using the Report Generator:


	Login to SAFE.


	Go to the menu Service information and select Report generator


	Choose a report format: HTML, PDF or CSV (comma-separated
values — good for input to Excel, etc.)


	Select the start and end dates of the period you are interested in.


	Select Project Information. (Only PIs and project managers see
this section).


	Select the information you need.


	Click Generate Report.







Request automatic project reports


	Login to SAFE.


	Go to the menu Projects Managed and select the project you wish
to work on. This will display a screen with a variety of options
for managing the project.


	Click on Update


	Enter the email addresses which the reports should be sent to in
Recipients for automatic reports.


	Set the Frequency of Automatic Reports to the preferred frequency.


	Click Update to confirm the changes.







Check how much space my project’s users are occupying

Use the Report Generator (see Request automatic project reports), and select
User disk use. The Report Generator displays the history of disk
use—to see the current use, make sure that the reporting period
includes the present moment. The disk usage values known to the
database are updated four times a day, so if there is a lot of
activity in your project, the numbers shown could be significantly
different from the current ones.

There’s an unresolvable problem with this: if a user has an account
which belongs to more than one project, the disk usage shown for that
account will be the total that the account is using in all those
projects combined.




Request more resources (kAUs and disk space)

If you need more homespace or workspace, contact the Turing’s Research
Computing Service helpdesk. We will always
receive such requests sympathetically, and it is likely that we will
be able to allocate some more to your project.









          

      

      

    

  

    
      
          
            
  
Atiras, Secure Safe Haven and Intel cluster

This chapter contains information about the Alan Turing Institute Remote Access Service (Atiras), a Secure Safe Haven with an Intel cluster. It explains:


	Key components


	Requesting access to Atiras


	Early Access Service





Important note

Atiras is under development. As a consequence, aspects of its design, behaviour and usage are liable to change.




Key components

The Alan Turing Institute Remote Access Service (Atiras) provides a service for running computational and data analysis tasks upon project data held within a secure environment. Atiras consists of the following components.

[image: ../_images/Atiras.png]
Atiras portal

The Atiras portal is a web browser-based remote desktop gateway by which researchers can access the Secure Safe Haven and build arena. It allows the use of virtual machines within Atiras via either a command-line terminal or a graphical desktop.

Secure Safe Haven

The Secure Safe Haven provides a project with virtual machines customised with software required by that project and connected to the project’s data held within the Secure Safe Haven. These virtual machines allow the project’s researchers to run computational and data analysis tasks, access the project’s data held within the Secure Safe Haven, and submit jobs to the Intel cluster (these virtual machines also serve as login nodes for the Intel cluster).

Virtual machines do not allow outbound or inbound connections to hosts external to the Secure Safe Haven.

Each virtual machine runs CentOS Linux release 7.5.

Intel cluster

The Intel cluster, within the Secure Safe Haven, is a cluster of 32 Intel Xeon compute nodes. Each node has 2 CPUs, a 1 x Skylake Gold 6148F (Omnipath-enabled) CPU and 1 x Skylake Gold 6148 CPU. Each CPU has 20 physical cores, with hyperthreading this provides 40 virtual cores per CPU. The cluster, in total, has 1280 physical cores. Each node has 192GB of memory and 8TB of local storage. 300TB of storage is shared across the cluster via NFS. 33TB is shared via BeeGFS.

If a project-specific Docker [https://www.docker.com/] image has been developed for the project (see below) then this will be deployed upon nodes within the Intel cluster when the project’s researchers submit jobs to the cluster.

Nodes do not allow outbound or inbound connections to hosts external to the Secure Safe Haven.

Each node runs CentOS Linux release 7.5.

Project data areas

Each project has a data area in the Secure Safe Haven. These are available in fixed sizes, for example 10GB, 50GB, or 100GB. The size available to a project depends upon both the data a project wants to hold within the Secure Safe Haven and the data they expect to produce from their analyses.

Build arena

Complementing the Secure Safe Haven, but sitting outside of it, is the build arena. The build arena provides a project with a project-specific virtual machine. The project’s researcher administrators and researcher developers have administrator rights sufficient to install and configure the computational and data analysis environment required by their project’s researchers.

This virtual machine also allows researcher administrators and researcher developers to build a Docker [https://www.docker.com/] image. This Docker image can contain a computational and data analysis environment which can be deployed upon nodes within the Intel cluster when the project’s researchers submit jobs to the cluster.

Once a virtual machine has been configured, it is deployed, by EPCC’s Systems Development Team, into the Secure Safe Haven, where it becomes available as a virtual machine for a project’s researchers. Depending on the project, a researcher developer may retain administrator rights on the deployed virtual machine to be able to make configuration changes and fixes for the project’s researchers.

If a Docker image has been prepared, then it, too, is deployed into the Secure Safe Haven, so that it can be deployed upon nodes within the Intel cluster when a project’s researchers submit jobs.

The virtual machine allow outbound connections to hosts external to Atiras, to allow for software to be downloaded and installed in their virtual machine, and their Docker image constructed.

Each virtual machine runs CentOS Linux release 7.5. They are configured with 4 CPUs, 16GB memory and ~60GB disk space to allow for software assembly and testing. Once deployed into the Secure Safe Haven the number of cores, available RAM and disk space are extended.




Requesting access to Atiras

This section explains how you request access to Atiras.

If you are a researcher wanting to access a virtual machine for your project within the Secure Safe Haven, you will need:


	An account for the Atiras portal to access the Secure Safe Haven.


	An account for a virtual machine in the Secure Safe Haven.




If you are one of your project’s researcher administrators or researcher developers wanting to access a virtual machine for your project within the build arena, you will need:


	An account for the Atiras portal to access the build arena.


	An account for a virtual machine in the build arena.




Note: if you are a research administrator or researcher developer wanting to access virtual machines both in the build arena and Secure Safe Haven then you will need all 4 accounts.

You can request user accounts for each of these using your account on the Turing’s SAFE [https://safe.epcc.ed.ac.uk/ati].

Instructions on getting an account for the Turing’s SAFE and using a Project Code to request access to the Turing’s research computing resources, including Atiras, are in the SAFE for Individual Users section of this User Guide.

This Project Code entry can be obtained by contacting the Turing’s Research Computing Service Manager via an email to research-computing-support@turing.ac.uk.

If your request for access is successful, you will receive emails from the Turing’s SAFE [https://safe.epcc.ed.ac.uk/ati] with the information for your user accounts for the Atiras portal, the Secure Safe Haven and the build arena.

Access is via the Atiras portal [https://secure.epcc.ed.ac.uk/ati/]




Early Access Service

Atiras is currently being run for the Turing’s researchers as an Early Access Service. The purpose of this Early Access Service is to establish how best to later configure the service to meet the needs of the Turing’s researchers. The Early Access Service will be replaced at a future date.

This section explains how Atiras’s Early Access Service operates:


	There is one SAFE Project Code for the Early Access Service.


	This Project Code can be obtained by contacting the Turing’s Research Computing Service Manager via an email to research-computing-support@turing.ac.uk.


	There are no limitations on user disk quotas.


	There is no batch queuing software provided. A job will only execute if there are resources available. If sufficient resources are not available then the user will have to try and submit later.


	There is no procedure in place for resolving disagreements on resource usage and allocations.


	There is no backup on any of the 3 filesystems users have access to.


	There is no disaster recovery.










          

      

      

    

  

    
      
          
            
  
Connecting to Atiras

This chapter explains how to connect to the Alan Turing Remote Access Service (Atiras) and, once connected, to the virtual machines within the Secure Safe Haven and the build arena.

If you are a researcher wanting to access a virtual machine for your project within the Secure Safe Haven, you need:


	An account for the Atiras portal to access the Secure Safe Haven.


	An account for a virtual machine in the Secure Safe Haven.




If you are one of your project’s researcher administrators or researcher developers wanting to access a virtual machine for your project within the build arena, you need:


	An account for the Atiras portal to access the build arena.


	An account for a virtual machine in the build arena.




See the chapter Atiras, Secure Safe Haven and Intel cluster for instructions on how to get these user accounts.

Access to, and usage of, Atiras, and virtual machines within the Secure Safe Haven and build arena is done entirely from within a web browser, via the Atiras portal.


Use web browser to access the Atiras portal

Visit https://secure.epcc.ed.ac.uk/ati/ in your web browser.

The Atiras portal will appear:

[image: ../_images/AtirasPortal.png]
If you want to access the Secure Safe Haven then enter your Atiras portal Secure Safe Haven username and password and click ‘Login’.

If you want to access the build arena then enter your Atiras portal build arena username and password and click ‘Login’.

You will be presented with your home page. When logging in for the first time the home page will look something like:

[image: ../_images/AtirasHome.png]



View your available connections

The home page shows your connections, the virtual machine which you can connect to:


	If you entered your Atiras portal Secure Safe Haven username then you will see your project’s Secure Safe Haven virtual machine.


	If you entered your Atiras portal build arena username then you will seeyour project’s build arena virtual machine.




The home page shows:


	‘RECENT CONNECTIONS’ shows screen shots of virtual machines you have recently connected to (i.e. logged in to). When you log in for the first time, ‘RECENT CONNECTIONS’ will show ‘No recent connections’, as shown above.


	‘ALL CONNECTIONS’ shows a list of all the virtual machines you can connect to. For example, ati-c7-01 above.




Clicking on virtual machine names in ‘ALL CONNECTIONS’ shows connection options for that virtual machine e.g.

[image: ../_images/AtirasConnections.png]
There are two types of connection option:


	RDP (remote desktop protocol), suffix -rdp (for example ati-c7-01-rdp). This connection allows you to use the virtual machine via a remote desktop.


	SSH (secure shell), suffix -ssh (for example ati-c7-01-ssh). This connection allows you to use the virtual machine via a command-line terminal.




On subsequent sessions, you will see your recent connections e.g.

[image: ../_images/AtirasRecentConnections.png]



Connect via SSH (secure shell) session

To connect to a virtual machine via an SSH session, right-click on the -ssh connection for that virtual machine and select “Open link in new tab”. This can be done under either ‘ALL CONNECTIONS’ or, for virtual machines to which you have connected before, under ‘RECENT CONNECTIONS’.

You will be shown a command-line terminal with a login prompt e.g.

[image: ../_images/SshLogin.png]
If accessing the Secure Safe Haven, enter your Secure Safe Haven virtual machine username and password and press ENTER.

If accessing the build arena, enter your build arena virtual machine username and password and press ENTER.

You will be presented with a bash prompt e.g.

[image: ../_images/Ssh.png]



Connect via RDP (remote desktop) session

To connect to a virtual machine via an RDP session, right-click on the -rdp connection for that virtual machine and select “Open link in new tab”. This can be done under either ‘ALL CONNECTIONS’ or, for virtual machines to which you have connected before, under ‘RECENT CONNECTIONS’.

You will be shown a login dialog e.g.

[image: ../_images/RdpLogin.png]
If accessing the Secure Safe Haven, enter your Secure Safe Haven virtual machine username and password click ‘OK’.

If accessing the build arena, enter your build arena virtual machine username and password and click ‘OK’.

You will be presented with a desktop e.g.

[image: ../_images/Rdp.png]
Note: the first time you log into a virtual machine via RDP you may have to work through a few screens to configure your local environment (e.g. select your preferred language etc).




Disconnect from SSH (secure shell) session

Enter:

exit





Or, press CTRL-D.

You will then be presented with a number of options, see After disconnecting from a session.




Disconnect from RDP (remote desktop) session

Click the button icon on the top right hand side of the desktop:

[image: ../_images/RdpButton.png]
You will be presented with a dialog box. Click your user name then select ‘Log Out’:

[image: ../_images/RdpLogoutDialog.png]
A ‘Log Out <your-virtual-machine-username>’ dialog box will appear. Click ‘Log Out’.

You will then be presented with a number of options, see After disconnecting from a session.




After disconnecting from a session

Once you exit from an RDP or SSH session you will be shown a ‘DISCONNECTED’ dialog:

[image: ../_images/AtirasDisconnected.png]
There are three options:


	Return to the Atiras portal home page: Click ‘Home’.


	Reconnect session: Click ‘Reconnect’.


	Logout from the Atiras portal: Click ‘Logout’.







Change your Atiras portal password

You can change your Atiras portal password as follows:


	Click the menu labelled by your username at the top-right of the page.


	Select ‘Settings’.


	
	Fill in the following fields:

	
	‘Current Password’


	‘New Password’


	‘Confirm New Password’










	Click ‘Update Password’.







Change your virtual machine password

If running a SSH (secure shell) session, or from terminal window in an RDP (remote desktop) session


	Run:

passwd







	You will be prompted to enter your old password.


	You will be prompted to enter your new password twice.




Alternatively, if running an RDP (remote desktop) session:


	Click the button icon on the top right hand side of the desktop:


[image: ../_images/RdpButton.png]





	You will be presented with a dialog box. Click your user name then select ‘Account Settings’:


[image: ../_images/RdpAccountSettings.png]





	Click ‘<your-virtual-machine-username>’ on the row of user names.


	Click the button (with five blobs) next to the ‘Password’ field.


	
	Fill in the following fields:

	
	‘Current Password’


	‘New Password’


	‘Verify New Password’










	Click ‘Change’.







Logout from the Atiras portal

To logout from the Atiras portal when on the home page:


	Click the menu labelled by your username at the top-right of the page.


	Select ‘Logout’.










          

      

      

    

  

    
      
          
            
  
Using the build arena

This chapter explains how to use, and configure, a virtual machine for your project in the build arena of Atiras to both:


	Install and configure the computational and data analysis environment required by your project’s researchers.


	Build a Docker [https://www.docker.com/] image containing a computational and data analysis environment which can be deployed upon nodes within the Intel cluster when your project’s researchers submit jobs to the cluster.




The virtual machine allows outbound connections to hosts external to Atiras, to allow you to download software and install it on your virtual machine, and to build a Docker image.

The virtual machine runs CentOS Linux release 7.5.

See the chapter Connecting to Atiras for instructions on how to connect to a virtual machine in the build arena.


Run commands as administrator

To run commands as administrator, run:

sudo su -





You will be prompted for a password:

[sudo] password for <your-virtual-machine-username>





Enter your virtual machine password.

The prompt should change to the administrator prompt:

#








Get software/data/documentation into the virtual machine

The virtual machine supports a number of standard ways to get content - including software, data (for example sample data, test data, but not secure or sensitive project data), and documentation - into your virtual machine. This includes tools to:


	Access files from URLs, and interact with REST endpoints: curl, wget


	Securely transfer files: scp, sftp


	Securely log into remote hosts:, ssh


	Interact with source code repositories: git, svn, cvs




If using your virtual machine via RDP, then Mozilla Firefox web browser is also available:


	Either, run:

firefox







	Or, select Applications => Firefox







Deploy a virtual machine, and Docker image, into the Secure Safe Haven

Once you have configured the virtual machine, and, optionally, a Docker image, with the software needed by the researchers on your project, it can be deployed within the Secure Safe Haven. The process is as follows:


	Request that the virtual machine, and Docker image (if applicable), be deployed into the Secure Safe Haven.


	EPCC’s Systems Development Team (SDT) audits your virtual machine in accordance with the required security standards of both your project and the Secure Safe Haven. If they have any concerns, suggestions, or requirements they will pass these back to you for you to act upon.


	If you have built a Docker image, SDT will audit that also.


	SDT shuts down your virtual machine in the build arena.


	SDT copies your virtual machine into the Secure Safe Haven, connects it to your project’s data area and starts it up. It is now available as a virtual machine for use by your project’s researchers.


	If you have built a Docker image, SDT deploys the image into the Secure Safe Haven, configuring the Secure Safe Haven so that the Docker image is deployed upon nodes within the Intel cluster when your researchers submit jobs.


	SDT restarts the virtual machine in the build arena.







Default text editors

By default, each build arena virtual machine provides two text editors:


	ViM [https://www.vim.org/]: vi or vim.


	GNU nano [https://www.nano-editor.org/]: nano.










          

      

      

    

  

    
      
          
            
  
Using the Secure Safe Haven

This chapter explains how to use a virtual machine for your project in the Secure Safe Haven of Atiras.

The virtual machine is customised with software required by your project and is connected to your project’s data held within the Secure Safe Haven. The virtual machine allows you to run computational and data analysis tasks, access your data held within the Secure Safe Haven, and submit jobs to the Intel cluster (these virtual machines also serve as login nodes for the Intel cluster).

See the chapter Connecting to Atiras for instructions on how to connect to a virtual machine in the Secure Safe Haven.


Access project data

Your project data will be available as NFS mounts on your virtual machine. These will be in the /mnt/ directory.




Submit a job to the Intel cluster

The Secure Safe Haven uses the Slurm workload manager [https://slurm.schedmd.com/] to run jobs on the Intel cluster.

You can submit jobs to the Intel cluster using the qsub command.




Data security within the Intel cluster

These are planned

Local disks on compute nodes are purged at the end of each run.

File permissions on /tmp directories are such that other projects won’t be able to access any temporary data that has been deposited there by you. Furthermore, the contents of /tmp are deleted on a regular basis to avoid project-specific data inadvertently being left there.

The job scheduler is configured so that two projects never share the same compute node at the same time.




Troubleshooting: no internet connections

Virtual machines in the Secure Safe Haven do not allow outbound or inbound connections to hosts external to the Secure Safe Haven.







          

      

      

    

  

    
      
          
            
  
Success Stories

This chapter contains information about research enabled using the Alan Turing Institute’s Research Computing Service.


	Mike Jackson, Rosa Filgueira and Anna Roubickova, “Analysing historical newspapers and books using Apache Spark and Cray Urika-GX [http://www.epcc.ed.ac.uk/blog/2019/analysing-historical-newspapers-and-books-using-apache-spark-and-cray-urika-gx]”, EPCC blog, August 2019. A blog post on further explorations of 15th-19th century books data and 18th-early 20th century newspapers data using the Turing’s Cray Urika-GX service.


	Mike Jackson, Rosa Filgueira and Anna Roubickova, “Analysing Historical Newspapers and Books Using Apache Spark and Cray Urika-GX”, Alan Turing Institute / EPCC, The University of Edinburgh, 16 August 2019 (PDF). A report on further explorations of 15th-19th century books data and 18th-early 20th century newspapers data using the Turing’s Cray Urika-GX service.


	Rosa Filgueira, “Spark-based genome analysis on Cray-Urika and Cirrus clusters [http://www.epcc.ed.ac.uk/blog/2019/spark-based-genome-analysis-cray-urika-cirrus-clusters]”, EPCC blog, 16 January 2019. A comparison of using Urika and Cirrus [https://www.cirrus.ac.uk] for analysis of cancer genomes.


	Rosa Filgueira and Mike Jackson, “Analysing humanities data using Cray Urika-GX”, EPCC News 84 [https://www.epcc.ed.ac.uk/newsletters/epcc-news-84], November 2018, p12-13.


	Alessandra Cabassi and Junyang Wang, “High performance, large-scale regression [https://turingintern2018.github.io/]”, October 2018. A summary of work conducted in the High performance, large-scale regression project, part of the Turing’s Summer Internship programme 2018, sponsored by Cray Inc, using a case study of flight arrivals and departures for all commercial flights within the USA, from October 1987 to April 2008, a dataset of over 120 million rows of data.


	Rosa Filgueira, “Analysing humanities data using Cray Urika-GX [https://www.epcc.ed.ac.uk/blog/2018/10/11/analysing-humanities-data-using-cray-urika-gx]”, EPCC blog, 11 October 2018. A blog post on exploring 15th-19th century books data and 18th-early 20th century newspapers data using the Turing’s Cray Urika-GX service.


	Rosa Filgueira and Mike Jackson, “Analysing Humanities Data using Cray Urika-GX”, Alan Turing Institute / EPCC, The University of Edinburgh, 31 July 2018 (PDF). A report on exploring 15th-19th century books data and 18th-early 20th century newspapers data using the Turing’s Cray Urika-GX service.
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Connecting to the Turing’s Cray Urika-GX service

This chapter explains how to connect to the Turing’s Cray Urika-GX service (“Urika”). This requires a user account on BOTH Urika and hydra-vpn.epcc.ed.ac.uk. See the chapter Alan Turing Institute Cray Urika-GX Service for instructions on how to get these user accounts.

Access to Urika is via SSH. The applications software on Urika itself can be accessed via a web browser. This chapter explains how to setup an SSH tunnel from hydra-vpn.epcc.ed.ac.uk to Urika so that a web browser can be used to access the applications software. It also explains how to access Urika’s command line directly.

An overview of how to connect is as follows. Instructions are provided for:


	Windows: using MobaXterm [https://mobaxterm.mobatek.net/] (recommended), PuTTY [https://putty.org] or the ssh client in Git for Windows [https://git-for-windows.github.io/] SSH clients and Mozilla Firefox, Internet Explorer and Google Chrome web browsers.


	MacOS and Linux: using ssh client and Mozilla Firefox web browser.




Other SSH client software and web browsers can also be used if they are suitably configured.

Connecting involves the following steps:


	Set up an SSH tunnel to Urika.


	Modify the hosts file.


	Configure web browser to access Urika’s applications software.


	Use web browser to access Urika’s applications software.




Alternatively you can:


	Connect to Urika via the command-line.




In the following:


	Replace your-hydra-vpn-username with your hydra-vpn.epcc.ed.ac.uk username.


	Replace your-urika-username with your Urika username.





Set up an SSH tunnel to Urika

If you are a Windows user, you can do one of:


	Set up an SSH tunnel using MobaXterm.


	Set up an SSH tunnel using PuTTY.


	Set up an SSH tunnel using PuTTY and the Command Prompt.


	Set up an SSH tunnel using Git for Windows.




If you are a MacOS or Linux user, you can:


	Set up an SSH tunnel using ssh.





Set up an SSH tunnel using MobaXterm


	Start MobaXterm.


	Click the ‘Tunnelling’ icon:

[image: ../_images/MobaTunnelingIcon.PNG]


	The MobaSSHTunnel window will appear.

[image: ../_images/MobaNewSshTunnel.PNG]


	Click the ‘New SSH Tunnel’ button.


	The SSH tunnel window will appear.

[image: ../_images/MobaNewSshTunnelConfig.PNG]


	Select ‘Dynamic port forwarding (SOCKS proxy)’.


	Enter the following configuration:


	‘Forwarded port’: 2222


	‘SSH server’: hydra-vpn.epcc.ed.ac.uk


	‘SSH login’: your-hydra-vpn-username


	‘SSH port’: 22






	Click the ‘Save’ button.


	Back in the MobaSSHTunnel window, in the ‘Name’ field, enter hydra-vpn


	Click the Start icon by the tunnel you want to start:

[image: ../_images/MobaStartSshTunnel.PNG]


	When prompted for your password, enter your hydra-vpn.epcc.ed.ac.uk password.


	Click the ‘OK’ button.


	Click the ‘Exit’ button.




In future, you can start the tunnel as follows:


	Click the ‘Tunnelling’ icon.


	The MobaSSHTunnel window will appear.


	Click the Start icon by the tunnel you want to stop.




In future, you can stop the tunnel as follows:


	Click the ‘Tunnelling’ icon.


	The MobaSSHTunnel window will appear.


	Click the Stop icon by the tunnel you want to stop.







Set up an SSH tunnel using PuTTY


	Start PuTTY.


	PuTTY’s Configuration should appear, showing the Session configuration.


	In the ‘HostName (or IP address)’ field, enter hydra-vpn.epcc.ed.ac.uk. See below.

[image: ../_images/PuTTY-Session-hydra-vpn.PNG]


	Click ‘Connection’, then ‘SSH’, then ‘Tunnels’ on the left-hand menu.


	In the ‘Source port’ field, enter 2222


	Click the radio button beside ‘Dynamic’. See below.

[image: ../_images/PuTTY-Connection-SSH-tunnels-hydra-vpnCapture.PNG]


	Press the ‘Add’ button. D2222 will be added to the list of ‘Forwarded ports’. See below.

[image: ../_images/PuTTY-Add-dynamic.PNG]


	Press the ‘Open’ button.


	A PuTTY terminal window will appear. This contains a login prompt. See below.

[image: ../_images/PuTTY-hydra-terminal.PNG]


	Enter your hydra-vpn.epcc.ed.ac.uk username and password.




Now, skip down to Modify the hosts file.




Set up an SSH tunnel using PuTTY and the Command Prompt


	Start a Command Prompt.


	Enter the command:

putty.exe -ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -D 2222







	Enter your hydra-vpn.epcc.ed.ac.uk username and password.




Now, skip down to Modify the hosts file.




Set up an SSH tunnel using Git for Windows


	Start a Git Bash command prompt:


	Either, select Start => ‘Git’ => ‘Git Bash’.


	Or, enter Git Bash into the toolbar search box.






	Enter the command:

ssh -D 2222 <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk









Now, skip down to Modify the hosts file.




Set up an SSH tunnel using ssh


	Open a Terminal.


	Enter the command:

ssh -D 2222 <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk














Modify the hosts file

The hosts file helps to resolves domain names without going via a DNS server. If IP address is found for a domain name then that domain name is used. Here, it is used to map Urika’s IP addresses to domain names.


	Edit the hosts file. This can be found in the following location:


	Windows: C:\Windows\System32\drivers\etc\hosts


	MacOS: /etc/hosts


	Linux: /etc/hosts






	Add the following lines:

172.24.40.11 urika1.turing.ac.uk
172.24.40.12 urika2.turing.ac.uk









If you cannot find the hosts file, or do not have the privileges to modify this file, then please contact your local systems administrator for help.

Here is an example file with these lines added

# Copyright (c) 1993-2009 Microsoft Corp.
#
# This is a sample HOSTS file used by Microsoft TCP/IP for Windows.
#
# This file contains the mappings of IP addresses to host names. Each
# entry should be kept on an individual line. The IP address should
# be placed in the first column followed by the corresponding host name.
# The IP address and the host name should be separated by at least one
# space.
#
# Additionally, comments (such as these) may be inserted on individual
# lines or following the machine name denoted by a '#' symbol.
#
# For example:
#
#      102.54.94.97     rhino.acme.com          # source server
#       38.25.63.10     x.acme.com              # x client host

# localhost name resolution is handled within DNS itself.
#   127.0.0.1       localhost
#   ::1             localhost
172.24.40.11 urika1.turing.ac.uk
172.24.40.12 urika2.turing.ac.uk








Configure web browser to access Urika’s applications software

Once you have set up an SSH tunnel and modified the hosts file, you now need to configure your web browser to access Urika’s applications software.

If you are a Windows, MacOS or Linux user, you can:


	Configure Mozilla Firefox.




If you are a Windows user, you can alternatively:


	Configure Internet Explorer or Google Chrome on Windows.





Configure Mozilla Firefox


	Start Firefox.


	Open the advanced network settings:


	If using Firefox Quantum 60.0:


	Select Menu => ‘Options’


	Scroll down to Network Proxy


	Click ‘Settings…






	If using Firefox ESR 52.2.0:


	Select Menu => ‘Preferences’


	Click ‘Advanced’


	Click ‘Network’


	Click ‘Settings…’, next to ‘Configure how Firefox connects to the Internet’. See below.

[image: ../_images/Firefox-options-advanced-network.PNG]










	Click the radio button for ‘Manual proxy configuration:’.


	In the ‘SOCKS Host’ field, enter localhost


	In the adjoining ‘Port:’ field, enter 2222.


	Click the radio button for ‘SOCKS v5’.


	In the ‘No proxy for:’ field, enter localhost, 127.0.0.1, .com, .io, .net, .org. See below.

[image: ../_images/Firefox-settings.PNG]


	Press ‘OK’.




Now, skip down to Use web browser to access Urika’s applications software.




Configure Internet Explorer or Google Chrome on Windows

Both Internet Explorer and Google Chrome use Windows Internet Options.

Note: Changing the Internet Options affects Windows as a whole. You may want to Configure Mozilla Firefox and use it instead if you do not want a system-wide change.


	Open Internet Options:


	Via Toolbar Search box:


	Enter ‘Internet Options’






	Via Windows Control Panel:


	Click ‘Network and Internet’


	Click ‘Internet Options’






	Via Internet Explorer:


	Select Cog icon => ‘Internet options’






	Via Google Chrome:


	Click ‘Settings’


	Click ‘Advanced’


	Click ‘System’


	Click ‘Open proxy settings’










	Click ‘Connections’. See below.

[image: ../_images/Windows-InternetOptions-Connections.PNG]


	Click ‘LAN settings’.


	Click the radio button for ‘Use a proxy server for your LAN…’. See below.

[image: ../_images/Windows-InternetOptions-Connections-Advanced.PNG]


	Click ‘Advanced’.


	In the SOCKS field, enter: localhost


	In the adjoining field, enter: 2222


	In the ‘Exceptions:’ field, enter: *.local; localhost; 127.0.0.1;*.com;*.io;*.net;*.org. See below.

[image: ../_images/Windows-InternetOptions-Connections-Advanced-Proxy.PNG]


	Click the ‘OK’ button


	Click the ‘OK’ button




Now, skip down to Use web browser to access Urika’s applications software.






Use web browser to access Urika’s applications software

Once you have set up an SSH tunnel, modified the hosts file and configured your web browser, you can now use your web browser to connect to Urika’s applications software user interface.

Enter:

http://urika1.turing.ac.uk/home





into your browser and the following view of Urika’s user interface will appear.

[image: ../_images/urika.PNG]
If you are using Internet Explorer or Google Chrome and you get a warning that This site is not secure appears:


	Click ‘More information’


	Click ‘Go on to the webpage (not recommended)’







Connect to Urika via the command-line

The commands above to Set up an SSH tunnel to Urika also connect to hydra-vpn.epcc.ed.ac.uk via the command-line.

If you do not care about tunnelling or using a web browser then the commands are simpler.

If you are a Windows user, you can do one of:


	Connect to Urika using MobaXterm.


	Connect to Urika using PuTTY.


	Connect to Urika using PuTTY and the Command Prompt.


	Connect to Urika using Git for Windows.




If you are a MacOS or Linux user, you can:


	Connect to Urika using ssh.





Connect to Urika using MobaXterm


	Start MobaXterm.


	Click the ‘Session’ icon:

[image: ../_images/MobaSessionIcon.PNG]


	The Session Settings window will appear.


	Click the ‘SSH’ icon:

[image: ../_images/MobaSshIcon.PNG]


	The Basic SSH settings will appear.

[image: ../_images/MobaSshSessionConfig.PNG]


	Click the ‘Specify username’ checkbox so it is checked.


	Enter the following configuration:


	‘Remote host’: urika1


	‘Specify username’: your-urika-username


	‘Port’: 22






	Click the ‘Network settings’ tab.


	Click the ‘Connect through SSH gateway (jump host)’ checkbox so it is checked.


	Enter the following configuration:


	‘Gateway SSH server’: hydra-vpn.epcc.ed.ac.uk


	‘Specify username’: your-hydra-vpn-username


	‘Port’: 22






	Click the ‘OK’ button.


	When prompted for your password, enter your hydra-vpn.epcc.ed.ac.uk password.


	A terminal window will appear.


	When prompted for your password, enter your Urika password.




To connect in future:


	Double-click on urika1 (your-urika-username) in the ‘User sessions’ area on the left-hand side of the MobaXterm window.


	When prompted for your password, enter your hydra-vpn.epcc.ed.ac.uk password.


	A terminal window will appear.


	When prompted for your password, enter your Urika password.







Connect to Urika using PuTTY


	Start PuTTY.


	PuTTY’s Configuration should appear, showing the Session configuration.


	In the ‘HostName (or IP address)’ field, enter hydra-vpn.epcc.ed.ac.uk. See below.

[image: ../_images/PuTTY-Session-hydra-vpn.PNG]


	Press the ‘Open’ button.


	A PuTTY terminal window will appear. This contains a login prompt. See below.

[image: ../_images/PuTTY-hydra-terminal.PNG]


	Enter your hydra-vpn.epcc.ed.ac.uk username and password.




Now, skip down to Connect to Urika from hydra-vpn.epcc.ed.ac.uk.




Connect to Urika using PuTTY and the Command Prompt


	Start a Command Prompt.


	Enter the command:

putty.exe -ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk







	Enter your hydra-vpn.epcc.ed.ac.uk username and password.




Now, skip down to Connect to Urika from hydra-vpn.epcc.ed.ac.uk.




Connect to Urika using Git for Windows


	Start a Git Bash command prompt:


	Either, select Start => ‘Git’ => ‘Git Bash’.


	Or, enter Git Bash into the toolbar search box.






	Enter the command:

ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk









Now, skip down to Connect to Urika from hydra-vpn.epcc.ed.ac.uk.




Connect to Urika using ssh


	Open a Terminal.


	Enter the command:

ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk














Connect to Urika from hydra-vpn.epcc.ed.ac.uk

Once you have logged in to hydra-vpn.epcc.ed.ac.uk, you can log into Urika, by connecting to one of its login nodes, via the command-line, as follows.

Either, enter:

ssh <your-urika-username>@u1





Or, enter:

ssh <your-urika-username>@u2





When prompted, enter the password for your Urika account.

You will be presented with the Urika command line.

Note: Urika’s login nodes

Urika has 2 login nodes:


	urika1: Alias: u1 (as used above). IP address: 172.24.40.11.


	urika2: Alias: u2 (as used above). IP address: 172.24.40.12.







Tested platforms and tools

These instructions have been tested on the following platforms and tools.


	Operating systems:


	Windows 10 Enterprise.


	CentOS [https://www.centos.org] Linux release 7.4.1708 (Core) virtual machine running under VMWare Workstation 14 on Windows 10 Enterprise.






	SSH clients:


	MobaXterm [https://mobaxterm.mobatek.net/] Personal Edition v10.9 Build 3656.


	Putty [https://putty.org] 0.70 64-bit Windows.


	Git for Windows [https://git-for-windows.github.io/] 2.15.1 on Windows 10 Enterprise.


	OpenSSH_7.6p1, OpenSSL 1.0.2m  2 Nov 2017, provided in Git fot Windows 2.15.1.


	OpenSSH_7.6p1, OpenSSL 1.0.2m  2 Nov 2017, provided in CentOS 7.






	Web browsers:


	Mozilla Firefox [https://www.mozilla.org/en-US/firefox/]:


	Quantum 60.0 (64-bit) under Windows 10 Enterprise.


	ESR 52.2.0 (64-bit) under CentOS 7.






	Internet Explorer 11 under Windows 10 Enterprise.


	Google Chrome [https://www.google.co.uk/chrome/] 66 under Windows 10 Enterprise.











Use of SSH keys

Using SSH keys with an SSH Agent can be used to make access to resources such as Urika more convenient.  Further information on how to do this is available in the Cirrus HPC service documentation [https://cirrus.readthedocs.io/en/latest/user-guide/connecting.html#making-access-more-convenient-using-a-ssh-agent].







          

      

      

    

  

    
      
          
            
  
Data transfer to and from the Turing’s Cray Urika-GX service

This chapter explains how to transfer data to and from the Turing’s Cray Urika-GX service (“Urika”). This requires a user account on BOTH Urika and hydra-vpn.epcc.ed.ac.uk. See Alan Turing Institute Cray Urika-GX Service for instructions on how to get these user accounts.

The instructions are based upon using either the SCP secure copy command or SFTP secure file transfer command in bash shell-type environments (e.g. Linux command-line, Mac OS command-line or Git for Windows under Windows).


Lustre

Lustre is a high-performance parallel filesystem connected to Urika. Compute jobs can access data on Lustre in a highly-efficient way.

You will have been given your own directory on Lustre:

/mnt/lustre/<your-project-code>/<your-project-code>/<your-urika-username>





where <your-project-code> is the code of your project. By default all members of your project group can read this folder, but only you can write to it.

If you don’t have such a directory, you can create one e.g.:

mkdir /mnt/lustre/<your-project-code>/<your-project-code>/<your-urika-username>





You will also have access to a shared directory on Lustre:

/mnt/lustre/<your-project-code>/<your-project-code>/shared





By default all members of your project group can both read and write to this folder (but no members of other projects can read or write to it).

There follows examples of data transfer to and from your home directory on Lustre. If you want to transfer data to and from your project’s shared directory, replace /<your-project-code>/<your-project-code>/<your-urika-username> with <your-project-code>/<your-project-code>/shared in the following.




Using secure copy, SCP

SCP supports a rich range of options so only examples of commonly file transfer actions are given. For further information consult a web search engine.


Pushing files from your local machine to Urika

Copy a file file.dat from your home directory on your local machine to your home directory on Urika:

scp -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" file.dat <your-urika-username>@urika1:/home/users/<your-urika-username>/





Copy a file file.dat from your home directory on your local machine to a subdirectory sample_data of your home directory on Urika:

scp -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" file.dat <your-urika-username>@urika1:/home/users/<your-urika-username>/sample_data/





Copy a file file.dat from your home directory on your local machine to asubdirectory sample_data of your home directory on Urika, renaming the file to sample.dat:

scp -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" file.dat <your-urika-username>@urika1:/home/users/<your-urika-username>/sample_data/sample.dat





Copy a directory data from your home directory on your local machine to your home directory on Urika:

scp -r -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" data <your-urika-username>@urika1:/home/users/<your-urika-username>/





You will be prompted for your hydra-vpn.epcc.ed.ac.uk password and then your Urika password.

Copy a file file.dat from your home directory on your local machine to your Lustre directory on Urika:

scp -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" file.dat <your-urika-username>@urika1:/mnt/lustre/<your-project-code>/<your-project-code>/<your-urika-username>





Note: The -o "ProxyCommand ssh your-hydra-vpn-username@hydra-vpn.epcc.ed.ac.uk -W %h:%p" is needed because access to the Urika is through hydra-vpn.epcc.ed.ac.uk.

Note: The first time you execute one of these commands you may be asked to confirm the host fingerprints of hydra-vpn.epcc.ed.ac.uk and urika.




Pulling files from your local machine to Urika

These will only work if your local machine supports SCP connections.

Copy a file file.dat from your home directory on your local machine to your home directory on Urika:

scp <your-local-username>@<your-local-machine>:file.dat .





Copy a file file.dat from your home directory on your local machine to a subdirectory sample_data of your home directory on Urika:

scp <your-local-username>@<your-local-machine>:file.dat sample_data/





Copy a file file.dat from your home directory on your local machine to asubdirectory sample_data of your home directory on Urika, renaming the file to sample.dat:

scp <your-local-username>@<your-local-machine>:file.dat sample_data/sample.dat





Copy a directory data from your home directory on your local machine to your home directory on Urika:

scp -r <your-local-username>@<your-local-machine>:data .





You will be prompted for your local machine password.

Note: the first time you execute one of these commands you may be asked to confirm the host fingerprint of your local machine.




Pulling files from Urika to your local machine

Copy a file file.dat from your home directory on Urika to your home directory on your local machine:

scp -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" <your-urika-username>@urika1:/home/users/<your-urika-username>/file.dat .





Copy a file file.dat from your home directory on Urika to a subdirectory sample_data of your home directory on your local machine:

scp -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" <your-urika-username>@urika1:/home/users/<your-urika-username>/file.dat sample_data/





Copy a file file.dat from your home directory on Urika to a subdirectory sample_data of your home directory on your local machine, renaming the file to sample.dat:

scp -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" <your-urika-username>@urika1:/home/users/<your-urika-username>/file.dat sample_data/sample.dat





Copy a directory data from your home directory on Urika to your home directory on your local machine:

scp -r -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" <your-urika-username>@urika1:/home/users/<your-urika-username>/data .





Copy a file file.dat from your Lustre directory on Urika to your home directory on your local machine:

scp -o "ProxyCommand ssh <your-hydra-vpn-username>@hydra-vpn.epcc.ed.ac.uk -W %h:%p" <your-urika-username>@urika1:/mnt/lustre/<your-project-code>/<your-project-code>/<your-urika-username>/file.dat .





You will be prompted for your hydra-vpn.epcc.ed.ac.uk password and then your Urika password.

Note: The -o "ProxyCommand ssh your-hydra-vpn-username@hydra-vpn.epcc.ed.ac.uk -W %h:%p" is needed because access to the Urika is through hydra-vpn.epcc.ed.ac.uk.

Note: The first time you execute one of these commands you may be asked to confirm the host fingerprints of hydra-vpn.epcc.ed.ac.uk and urika.




Pushing files from Urika to your local machine

This will only work if your local machine supports SCP connections.

Copy a file file.dat from your home directory on Urika to your home directory on your local machine:

scp file.dat <your-local-username>@<your-local-machine>:





Copy a file file.dat from your home directory on Urika to a subdirectory sample_data of your home directory on your local machine:

scp file.dat <your-local-username>@<your-local-machine>:sample_data





Copy a file file.dat from your home directory on Urika to a subdirectory sample_data of your home directory on your local machine, renaming the file to sample.dat:

scp file.dat <your-local-username>@<your-local-machine>:sample_data/sample.dat





Copy a directory data from your home directory on Urika to your home directory on your local machine:

scp -r data <your-local-username>@<your-local-machine>:





You will be prompted for your local machine password.

Note: the first time you execute one of these commands you may be asked to confirm the host fingerprint of your local machine.






Using secure file transfer, SFTP

These commands only work if your local machine supports SFTP connections.

SFTP supports a rich range of options so only examples of commonly file transfer actions are given. For further information consult a web search engine.

SFTP by default attempts to connect to port 22 on the local machine. If your local machine uses a non-default port then this can be specified using the oPort argument. For example, if the local port was 22222, you would provide an argument -oPort=22222.


Pulling files from your local machine to Urika

Copy a file file.dat from your home directory on your local machine to your home directory on Urika:

sftp <your-local-username>@<your-local-machine>:<path-to-your-home-directory>/file.dat .





Copy a directory data from your home directory on your local machine to your home directory on Urika:

sftp -r <your-local-username>@<your-local-machine>:<path-to-your-home-directory>/data .





You will be prompted for your local machine password.




Copying files between your local machine and Urika

Log in to your local machine’s SFTP server:

sftp <your-local-username>@<your-local-machine>





You will be prompted for your local machine password. The following commands are all run within an SFTP session shell.

Change to your home directory on your local machine:

cd <path-to-your-home-directory>





List the files in the current directory on your local machine:

ls





Copy a file file.dat from the current directory on your local machine to your current directory on Urika:

get file.dat





Copy a directory data from the current directory on your local machine to your current directory on Urika:

get -r data





List the files in the current directory on Urika:

lls





Copy a file file.dat from the current directory on Urika into the current directory on your local machine:

put file.dat





Copy a directory data from the current directory on Urika into the current directory on your local machine:

put -r data





Exit the SFTP session:

exit










Using SSHFS to mount a remote directory

You can also mount a remove directory into your home directory on Urika using SSHFS [https://github.com/libfuse/sshfs/]. Once mounted, you can use your directory as if it was a local directory.

This command only works if your local machine supports SFTP connections.

As SSHFS uses SFTP, it, by default, attempts to connect to port 22 on the local machine. If your local machine uses a non-default port then this can be specified using the oPort argument. For example, if the local port was 22222, you would provide an argument -oPort=22222.

For example, to mount a directory data from your home directory on your local machine to your home directory on Urika:

mkdir data
sshfs -o intr,large_read,auto_cache,workaround=all <your-local-username>@<your-local-machine>:data data





You will be prompted for your local machine password.

To remove the mount you can run, for example:

fusermount -u data
rmdir data





Note: Do not mount directories directly onto Lustre. Urika compute nodes have no network access and so cannot access directories via a mount.







          

      

      

    

  

    
      
          
            
  
Alan Turing Institute Cray Urika-GX Service

This chapter contains information about the Turing’s Cray Urika-GX service (“Urika”). It explains:


	Cray Urika-GX Hardware.


	Requesting access to Urika.


	Early Access Service.


	Usage Restrictions.


	Training Materials.




Where appropriate it contains links to Cray’s documentation for the Cray Urika-GX system.

Connecting to the Turing’s Cray Urika-GX service explains how to connect to the Turing’s Cray Urika-GX service.


Hardware

The Turing’s Cray Urika-GX service consists of 2 login nodes, 12 compute nodes and 2 Lustre nodes.  Each node comprises 256GB of memory, 2x2TB hard disk and 2x18 core Broadwell CPU. Each compute node also has an 800 GB SSD. There is 60TB of Lustre storage.

For a detailed description of the Cray Urika-GX platform, see the Cray website [http://www.cray.com/products/analytics/urika-gx].




Requesting access to Urika

This section explains how you request access to Urika.

Access to Urika is by SSH via hydra-vpn.epcc.ed.ac.uk. You therefore need user accounts on BOTH Urika and hydra-vpn.epcc.ed.ac.uk. You can request user accounts for both of these using your account on the Turing’s SAFE [https://safe.epcc.ed.ac.uk/ati].

Instructions on getting an account for the Turing’s SAFE and using a Project Code to request access to Turing’s research computing resources, including Urika, are in the SAFE for Individual Users section of this User Guide.

For Urika’s Early Access Service, this Project Code entry can be obtained by contacting the Turing’s Research Computing Service Manager via an email to research-computing-support@turing.ac.uk.

If your request for access to Urika is successful, you will receive emails from the Turing’s SAFE [https://safe.epcc.ed.ac.uk/ati] with the information for your user account on Urika and, if you do not already have one, information for your user account on hydra-vpn.epcc.ed.ac.uk.




Early Access Service

Urika is currently being run for the Turing’s researchers as an Early Access Service. This purpose of this Early Access Service is to establish how best to later configure the service to meet the needs of the Turing’s researchers. The Early Access Service will be replaced at a future date.

This section explains how Urika’s Early Access Service operates:


	There is one SAFE Project Code for the Early Access Service.


	This Project Code can be obtained by contacting the Turing’s Research Computing Service Manager via an email to research-computing-support@turing.ac.uk.


	There are no limitations on user disk quotas.


	There is no batch queuing software provided. A job will only execute if there are resources available. If sufficient resources are not available then the user will have to try and submit later.


	There is no procedure in place for resolving disagreements on resource usage and allocations.


	There is no backup on any of the 3 filesystems users have access to.


	There is no disaster recovery.







Usage Restrictions


	Urika users must not make any public presentation or publish any paper or report on the Cray Urika-GX service, its hardware, software, or its performance without receiving prior express written consent from Cray. Users must provide any results from work on the Cray Urika-GX service, and the methodology as to how the results were obtained, to Cray. Cray is allowed to use such results used in marketing collateral; press releases, white papers, etc. Cray may share these results with Intel.


	Urika users must therefore not make any public presentation or publish any paper or report on the Cray Urika-GX service, its hardware or software or its performance without receiving prior express written consent from the Turing’s Research Computing Service Manager







Training Materials


	Cray Urika-GX training course slides [https://cray.app.box.com/v/ati-training-dec-2017], Cray, December 2017. An overview of the hardware, the software stack, use of applications (including Hadoop, Spark, Cray Graph Engine, Jupyter Notebooks), resource management and case studies.










          

      

      

    

  

    
      
          
            
  
Troubleshooting


Jupyter through Urika’s web interface gives “500 : Internal Server Error”

You might find that if you use Jupyter through Urika’s web interface that after you enter your Urika username and password you get the error “500 : Internal Server Error”.

This can be caused by you not having a home directory. This, in turn, can occur if you try to use Jupyter without having at least one time logged into Urika using the command-line. Your home directory is created the first time you log into Urika using the command-line.

To fix the problem, log in to Urika using the command-line (see Connecting to the Turing’s Cray Urika-GX service) then try accessing Jupyter again.




“mrun” raises “ERROR:Not enough nodes”

If you run mrun and ask for more nodes than there are nodes free you will ghet this error. For example, if you were to check the available nodes:

mrun --info





This might show:

Available Resources:
                     : Nodes[ 1] CPUs[ 36] idle nid000[09]
                     : Nodes[ 8] CPUs[288] busy nid000[03-05,08,10-13]
                     : Nodes[ 5] CPUs[???] down nid000[00-02,06-07]





Asking for 4 nodes in this case:

mrun -n 4 -N 4 hello_world





will raise this errror:

Thu Aug 09 2018 16:05:13.174259 BST[][mrun]:ERROR:Not enough nodes.
Available: 1 Needed: 4





Urika has no specific job management tool like PBS, Slurm etc. As a result, job scheduling tools, such as mrun will wait according to its own rules until resources become available. Its default behaviour is to exit if the requested resources (in this case, nodes) are not available.

You can use mrun’s command-line options to change this behaviour:

--immediate=<number>
       Exit if resources are not  available  within
       the time period specified.

 --wait
       If enough idle resources are not immediately
       available to run this job, this option  will
       ask Mesos to allocate as many as it can, and
       continue to block as busy resources free  up
       and  ask  Mesos  to  allocate those as well,
        until enough are allocated for this  job  to
       begin.





For more information, see the the mrun manual page:

man mrun











          

      

      

    

  

    
      
          
            
  
Using the Turing’s Cray Urika-GX service

This chapter provides miscellaneous hints and tips on using the Turing’s Cray Urika-GX service (“Urika”).

See the chapter Connecting to the Turing’s Cray Urika-GX service for instructions on how to connect to Urika.


View documentation

Detailed documentation on Urika and its software and services is available on the Urika home page:


	Within a web browser, visit http://urika1.turing.ac.uk/home (see Use web browser to access Urika’s applications software).


	Click on Learning Resources on the home page, or visit http://urika1.turing.ac.uk/documentation.







View Best Practice Guide

For a guide on best practices in the use of Urika, please see the PRACE [http://www.prace-ri.eu] “Best Practice Guide - HPC for Data Science on the Cray Urika”, January 2019: HTML [http://www.prace-ri.eu/best-practice-guide-hpc-for-data-science-on-the-cray-urika/] PDF [http://www.prace-ri.eu/IMG/pdf/Best-Practice-Guide-Data-Science.pdf]




Submit jobs

To access notes on submitting jobs using the various job submission mechanisms available on Urika:


	View documentation as described above.


	Scroll down the page and click on “Job Submission Notes”.




Alternatively, within a web browser, visit http://urika1.turing.ac.uk/static/documentation/notebooks/ATI-Job-Submission.pdf.




Open Jupyter notebook


	Within a web browser, visit http://urika1.turing.ac.uk/home (see Use web browser to access Urika’s applications software).


	Click on the “jupyter” icon on the home page.


	A Jupyter sign-in page will open in a new browser tab, prompting you for a Username and Password. Enter your Urika username and password.


	Click Sign In.


	A Jupyter notebook page will appear in a new browser tab, displaying the contents of your home directory on Urika.







Open Apache Mesos resource manager


	Connect to Urika via the command-line.


	Get your Mesos password by running the following command:

cat /security/secrets/<your-urika-username>.mesos







	Within a web browser, visit http://urika1.turing.ac.uk/home (see Use web browser to access Urika’s applications software).


	Scroll down the home page until you see a carousel of icons which includes “MESOS”.


	Click on the “MESOS” icon to select it.


	Click on the “MESOS” icon again.


	The Mesos dashboard will open in a new browser tab, with a dialog prompting you for a User Name and Password. Enter your Urika username and Mesos password.


	The Mesos dashboard will refresh with its current data.
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